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Abstract—Compared with cellular networks, wireless mesh
networks (WMNs) need more careful design for resource
allocation. To this end, we develop a clique-based proportional
fair scheduling (CBPFS) algorithm for WMNs. Furthermore, we
obtain a closed-form model to quantify the throughput of
connection links and traffic flows in multi-hop transmissions. We
use the derived analytical framework to estimate the throughput
of CBPFS and compared it with simulations. It is the first time a
mathematical model is developed to quantify the throughput of
links and end-to-end flows in a multi-hop network where links
are proportionally fair scheduled.

Keywords- wireless mesh network; multi-hop transmission;
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1. INTRODUCTION

We consider network resource optimization in a wireless
mesh network (WMN). A WMN consists of radio nodes
organized in a mesh topology. Different from the cellular
network, nodes in a WMN can communicate with each other
directly or through intermediate nodes. A WMN is a special
type of wireless ad-hoc network where the topology of the
network is relatively static and nodes are with limited mobility
[1]. We address the throughput and fairness issues in such
wireless networks [2].

Resource allocation mechanism relies on a suitable
performance metric. There are two types of performance
metrics used in resource allocation: throughput-based
performance metric and utility-based performance metric. The
former is often seen in cellular networks whose objective is to
maximize the sum (or weighted sum) of the throughput of all
links, while the latter is typically used when the objective is to
exhibit some sense of fairness criteria. Throughput-based
performance metric is known to cause severe unfairness among
the nodes in wireless networks, and most recent work on
resource allocation has shifted to a utility-based framework. In
our context, utility-based approach is to maximize the
aggregate utility in the network, and we propose to use utility-
based performance metric for resource allocation in this paper.

In an utility-based framework, each link / is associated a
utility function Uf(R)), over the link throughput R,. It is known
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that by defining U(.) appropriately, different fairness criteria of
interest, such as proportional or max-min fairness, can be
achieved [3][4]. Radunovic and Boudec [5] prove that the max-
min allocation has fundamental efficiency problem in the limit
of long battery lifetime, regardless of the MAC layer, network
topology, choice of routes and power constraints. This results
in all links receiving the rate of the worst link, and leads to
severe inefficiency. For efficiency, we consider proportional
fairness in this paper. We then extend the proportional fair
scheduling (PFS) algorithm so that the proposed framework
supports higher throughput. To be specific, non-contending
links are grouped into link cliques which are to be scheduled in
a proportionally fair manner (refer to Section II for details).

Even in cellular networks, there are few analytical results
related to the PFS algorithm. To simplify the problem, most
analyses assume some kind of i.i.d relationship among the links
[6-9]. Moreover, linear rate model and logarithm rate model
are the two rate models commonly used for analyzing the
performance of PFS [6-9]. The assumption of linear or
logarithm rate model is a reasonable modeling convention.
However, when examining throughput performance, it does not
seem entirely satisfactory to assume such simplified models
[10]. Work by Telatar [11] and Smith et al. [12][13] suggest
that the link capacity in Rayleigh fading networks be better
modeled by a Gaussian distribution.

With this Gaussian rate model, Liu [10][14] conducts
mathematical analysis and provides closed-form expressions
for the PFS throughput without the limitations mentioned
above. The theoretical results in [10][14] fit with the simulation
ones with surprisingly high accuracy.

Our ultimate objective is to develop a theoretical
framework to facilitate the research on fair resource allocation
for WMNs with multiple contending links and multi-hop
transmissions. Towards this end, we propose a systematic
method and then derive a mathematical model to estimate the
throughput achieved for a multi-hop path in WMNs where
links are scheduled under the proportional fair criteria. In
particular, our contributions are summarized as follows.

1) In this paper, we introduce clique-based proportional
fair scheduling (CBPF'S), which is an extension of PFS. Since



its first presence [3], the PFS algorithm has aroused
considerable interest (see [14] and the references therein). Until
now, virtually all analytical results on PFS are for cellular
networks where links are non-contending by Time-Division-
Multiple-Access (TDMA) technique. This paper provides a
theoretical framework for the research of PFS in multi-hop or
mesh networks where there are multiple contending links.

2)  Our analysis is general and covers a broad set of
scenarios. CBPFS becomes PFS when used in cellular
networks. The most valuable contribution of this paper is a
mathematical framework that provided quick estimates of the
throughput for both links and multi-hop paths under the
proportional fairness criteria.

The rest of the paper is structured as follows. In Section I,
we first introduce concepts of clique-based scheduling in
WMNs; we then present CBPFS algorithm and derive the
mathematical framework for evaluating the throughput of a
given link or flow in a WMN. Closed-form models of the
throughput for both links and flows are also developed to
facilitate the mathematical analysis. Due to space limitation,
we do not provide detailed proofs in this conference version.
In Section III, we compare analytical results with simulation
experiments to validate the theoretical findings in Rayleigh
fading scenarios. We conclude the paper in Section I'V.

II. NETWORK MODEL

A. System Model and Notations

Consider a WMN that is represented by a connected graph,
G=(N,L), which has a node set N (with cardinality |/V]), a link
set L (with cardinality |L|), and |F| source-destination node
pairs {si, di},..., {sm, din}. We refer to a source-destination
pair {s; d/} as a flow, denoted by f, and denote the set of flows
by F. Let ¢ be the end-to-end path which is the set of wireless
links crossed by flow feF and {x[f]} the arrival process for
link /eL, i.e., x[t] is the number of packets that transmitted
over link /in slot ¢. Let A, denote the average throughput of
flow f. For any link /eL, let C;and E[C)] denote the capacity
and average capacity, R;and E[R;] denote the throughput and
average throughput of link /, respectively. At each node, a
packet queue is maintained for each destination. We call a
queue stable if its length does not increase infinitely.
Obviously, the network is stable if all queues are stable; and
unstable otherwise. For the queues to be stable, it requires E[R)]
> A, for any link /e{y. Let A denote the stability region of the
network. To find A, subject to resource constraints such as
capacity constraints or power constraints, one needs to choose
a suitable performance metric for resource allocation.

We assume that each link experiences independent (but not
necessarily identical) Rayleigh fading in WMNSs. Similar to our
previous research on PFS, for the analysis on CBPFS, we use
Gaussian rate model for link capacity.

B. Link Contention

In WMNSs, due to undesired interference and resource
contention, not all links in a wireless network can transmit
simultaneously.

For our discussion, we assume that each node in WMNs is
equipped with one single antenna and operates in half-duplex
transmit/receive mode. We consider a general link contention
model formulation specified by a set of pairs of links that
contend with each other: we say that two links contend if their
concurrent transmissions need to access the same radio
resources. There are five kinds of link contention: multiple
links transmitting to the same node, multiple links receiving
from the same node, the transmitting link and receiving link of
the same node, intra-flow link contention where different links
of the same flow heavily interference with each other, inter-
flow link contention where different links of different flows
heavily interference with each other. The level and size of the
contention in a WMN is determined by the node position, and
each node’s communication, interference and sensing range.

In our analysis, TDMA-based scheduling is used: Time is
divided into small scheduling intervals called slots. In each
time slot, the system schedules a number of non-contending
links to transmit simultaneously. The scheduled links could be
different from slot to slot. The links that are to be scheduled are
chosen in the current slot and the chosen links transmit their
packets in the next slot.

C. Clique-Based Proportional Fair Scheduling (CBPFS)

Refer to Figure 1, from the network topology represented
by a graph G=(N, L) together with the set of flows F, we
generate the 1% link contention graph G*©' that captures the
contention among links in such a way that each link is a vertex
in this graph and two links that contend are adjacent. Refer to
the left-side plot in Figure 1, there are 11 nodes, 6 active flows
fi-fs, and 13 links L;-L3 in the network. The right-side plot m
Figure 1 is the corresponding link contention graph G“¢
According to the definition of link contention, link Z, contends
with links L,, Lg; link Lg contends with links L,, Ly, Ls, Lys.
The edge between L, and Ls indicates an intra-flow link
contention over flow f;; The edge between L; and Lg indicates
an inter-flow link contention.

Generation of flow contention graph G*¢

Figure 1.

From the 1* link contentlon graph G*“', we generate the 1%
cliqgue allocation graph G which is a maximal complete
sub-graph of the comcplement or inverse graph of the 1% link
contention graph G"*“'. A clique V represents a maximum
number of concurrent 11nks in the link contention graph, and is
simply the set of vertices in the clique allocation graph. Refer
to Figure 2, the 1% clique Vi={L,, Ls;, Ls, L;3}. Here, the
complement or inverse graph G’ of a graph G is constructed in



such a way that two vertices in G’ are adjacent if and only if
they are not adjacent in G.
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Figure 2. Generation of clique allocation graph G*

Refer to Figure 3, we then remove from G the vertices
in G*! to produce the 2™ link contention graph
Similarly, we generate the 2™ clique allocation graph G**

have the 2™ clique Vy={L,, Lo, L15}.

and
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Figure 3. Generation of clique allocation graph G

We repeat the above procedure to produce the K™ link
contention graph G*“* the K™ clique allocation graph G**
and the K™ clique Vy, until all links are in cliques.

Once we have allocated all links in cliques {V}, =1, 2, ...,
K}, we then generate a clique scheduling graph G that
represents each link clique as an entity to be scheduled. In each
slot, one and only one clique V; (i=1, 2, ..., K) is scheduled.
Once a link clique V; is chosen to transmit according to the
scheduling criterion, all links in link clique V; will be
scheduled to transmit simultaneously. Refer to Figure 4, there
are 5 cliques. When V] is chosen to transmit, links L, L3, Ls
and L3 can transmit at the same time.

Link Cliques:

Vi {L4, L3, Ls, L43}
Vo: {L, Lo, L1}
Vi: {Ls, L7, L}
Va: {L1o, L11}
Vs: {L4}

Clique-Based
Scheduling

Figure 4. Generation of clique scheduling graph G

In light of all the superior features of proportional fairness
over other fairness criteria, we use the concept of proportional
fairness together with the above clique-based scheduling
method as our cliqgue-based proportional fair scheduling
(CBPEFYS) policy. Just as PFS in cellular networks schedules a

link/node at each slot, CBPFS in WMNs schedules a link
clique at each slot.

It is known that the PFS algorithm maximizes the aggregate
utility of all links in a TDMA cellular network [3]. Similarly,
CBPFS maximizes the aggregate utility of all link cliques in a
TDMA wireless mesh network. In other words, the CBPFS
algorithm is the solution to the following optimization problem:

max Zln(yi[t]). )]

i=1

s.t.
vlil= DR 1] )
Vliv/eV‘.

zle+11= D .C le+1]. 3)
Vi €V
1, cliqueV, is scheduled atnext slot

L[t+1]= NG
0, else

C ,lt+1] .

1
R [t+1]= (1 —z)Ri’ a1+ L +1]x )

where K is the total number of cliques, ¢ is the current slot,
I;[t+1] is the indicator function of the event that link clique V; is
scheduled to transmit in time slot t+1, R;; and C;; are the
throughput and capacity of the /™ link /; ;in the i™ clique.

Simulations [6][8] indicates that each link /; in a PFS-
enabled cellular network has the same average probability of
being scheduled (In fact, this property is also proven in our
research on PFS and the detail analyses will be in the future
papers). From the generation of link cliques, we know that this
interesting property also exists for any link in a CBPFS-
enabled WMN. Since the same average scheduling probability
means the same number of slots allocated to any link, this
property (i.e., equal-time-share) makes CBPFS an efficient yet
fair scheduling algorithm for WMNss.

Refer to Figure 1~3, we would like to point out that the
network throughput could increase if: we do not remove the
vertices in V; to produce G-, (and G, etc.,) when we
have the 1% clique V;={L,, Ls, Ls, L;3} from G By this, the
resulting cliques may overlap, i.e., a link may belong to
multiple cliques. Though in this way, the network throughput
could be higher than that in CBPFS due to higher space re-use,
this scheme raises fairness issue and is thus not desirable as a
link belonging to multiple cliques will be allocated more time
slots than other non-overlapping links.

D. Mathematical Analysis of CBPFS

For a network topology and the set of flows, the clique
scheduling graph G™ is finally generated with the scheme
described in sub-section C. We assume that there are K vertices
in such graph denoted as link cliques V3, V5,... V. Link clique
Vi= i oLy (yeVicL, =12, .K; j=1,2,...|[V])
contains |V;| simultaneous links. From sub-section C, a link /



belongs to one and only one link cliques, ie., V; N V; = &,
Vi#j. We also have ViU V, U...u Vg=L.

Let’s consider the problem where these |L| links wishing to
transmit data, and the rates of transmission are randomly
varying due to channel fluctuations. We assume that channel
fading keeps constant over each slot, and varies independently
from slot to slot. The selection of the links to schedule is based
on a balance between the current possible rates and fairness. As
described in sub-section C, the CBPFS algorithm performs this
by comparing the ratio of the capacity for each link clique to its
throughput tracked by an exponential moving average, which is
defined as the preference metric.

The link clique with the maximum preference metric will
be selected for transmission in the next scheduling slot. This is
described mathematically as follows. The end of slot ¢ is called
time t. In next time slot #+1, the capacity of link /;;eV; is
C;j[t+1]. C;; is a random variable whose distribution depends

on the characteristics of the underlying Rayleigh fading process.

For a link /;;, its k-point moving average rate (i.e., throughput)
up to time t is denoted by R;;,[¢]. The preference metric of link
clique V; is denoted by Qult+1] = Zyjcri (Cilt+11)/Zyjeni
(Rij«[f]). For ease of exposition, in what follows, we will drop
the subscript & from the notations R;;,[.] and Q;.4[.] where there
is no confusion.

Link clique V; = arg,; max Qj[t+1] = argy; max Xjjey
(Ci[t+1])/Z; jevi (R []) is scheduled to transmit, which means
all links /;;eV; are scheduled to simultaneously transmit in
next time slot /+1. The moving average rate of link /;; up to
time t+1 is updated by (5).

Similar to [3], one can prove that the CBPFS algorithm in
sub-section C is the solution to the optimization problem
formulated by (1). For the analysis, our objective is to derive a
closed-form expression for the average throughput of links
(and also end-to-end flows) that are scheduled under the
CBPFS policy. As we are dealing with per-link scheduling and
the scheduling metric is directly related to link capacity C, it is
desirable to incorporate in the analysis a stochastic model of
link capacity in WMNSs.

In the following, we provide accurate estimate of
throughput for WMNSs. As suggested in Section I, Gaussian
rate model is used for link capacity. We have the following
theorems:

Theorem 2.1: Under CBPFS, when each link clique in G
contains one and only one link /,eL (j=1,2,...|L|), assuming the
capacity C; of link /; is statistically independent Gaussian, if the
standard deviation o; of C; is a monotonically increasing,
concave function of its mean value E[C]], the average
throughput E[R;] of link /; can be approximated by

el J- Sl e 1)

o[, yo )<l

(6)

where p(.), @.) are zero mean, unit variance standard normal
probability density function and distribution function (i.e., pdf
and cdf), respectively.

Proof: Due to space limitations, we omit here the details of
this proof. In fact, CBPFS is PFS in this case and one can refer
to [14] for the detailed proof. [

Theorem 2.2: Under CBPFS, assuming the capacity C;; of
each link /;; is statistically independent Gaussian, let y=2Xv;;jcy;
(C;)) denote the capacity of link clique V;, if the standard
deviation og;; of C;; is a monotonically increasing, concave
function of its mean value E[C;;], the average throughput
E[R;;] of link /;; can be approximated by

Elc,,|
E|

E(R . |~
) .

7]
S plar, )+ [, v < o0 o
where E[ )(,-] = ZW . E[C[,j] is the average throughput of link

clique V;, 5 = /Z o2 1s the standard deviation of the
Zi Vi el i

throughput of link clique V;, M, = E [ ;(i]/ c,-

Proof: The capacity y=Xvijjeri (C;;) of each link clique is
statistically independent Gaussian. By considering all links in
link clique V; as a virtual link, with Theorem 2.1, we obtain the
average throughput of the i/ virtual link. Inside a virtual link,
all links transmit at the same time slot, the average throughput
of link /;; is then proportional to its average capacity E[C;;]. We
then have (7). One can verify that Theorem 2.1 is a special case
of Theorem 2.2.[]

E.  Flow Throughput in CBPFS-enabled WMNs

Flows between sources and destinations are mapped to
paths, according to the routing algorithm (for example, shortest
path routing) using some routing metric. In WMNs, multiple
flows may share a single link /. Theorem 2.2 provides a closed-
form expression to quick evaluate the average throughput E[R)]
of any link / in CBPFS-enabled WMNs. Once E[R] is
determined, one can use some algorithm to allocate E[R]
among all flows sharing link /. Let 7, denote the average data
rate allocated by link / to flow f. Let N, denote the total number
of flows sharing link /. Given an end-to-end path ¢; of flow f'in
a multi-hop network, it is known that the average end-to-end
throughput A,is [15],

A, = Min |_Tl,fJ. (®)

vied,

Here we use a simple algorithm to share throughput among
all flows on link /: 7= E[Rj]/N,, i.e., all flows on link / have
the same share of throughput. In practice, this can be
implemented by using link / to transmit data for one of the N,
flows in a round-robin manner, when link / is scheduled.



With this average allocation method, we have the average
end-to-end throughput of flow f;

A = é\l{ig[E[R,]/N,]. (9)
where E[R)] is determined by (7).

III. SIMULATION STUDIES

In this section, we present simulation results that validate
our analyses. Due to space limitations, we would not go into
details about the simulation parameters and setup. For all
simulations, the CBPFS scheduling algorithm together with the
throughput sharing algorithm shown by (9) are used.

To evaluate the theoretical results presented in Section II,
E[C;;] and o;; of link capacity should be available beforehand.
For example, we can estimate £[C;;] and o;; by measuring link
l;; over a period of time. Specifically, according to [12], for a
single-input-single-output (SISO), Rayleigh fading link, we
have to the following form,

E[C]=W L “log(1+ SINRx A)x e *dA (10)

oo =W [ (log(1+SINRx 2)) xe™*dA
(11)
o 2

- Wz(jo log(1+ SINR x 1)x e-‘d;t)

where W is the bandwidth, SINR is the signal to inference-plus-
noise ratio, C is the link capacity, E[C] and o¢ are the mean
value and the standard deviation of C.

( x100m)
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Figure 5. Network topology

In the simulation, we use standard method to simulate
Rayleigh fading, i.e., link capacity C=WxLog[1+SINRx|h]*],
where the channel gain #; for link / is a normalized complex
Gaussian random variable, W is the bandwidth. All links
experience independent fading. System parameters are:

bandwidth W=10MHz, path loss exponent o=2.5, reference
distance dy=50m, reference SINR at d, is SINR =25dB. For
simplicity, the received average SINR at link / is given by
SINR/=SINR ;—10axLogo[d/ro], where d, is link distance.
More accurate SINR models could also be used but that will
unnecessarily complicate the simulation. All simulations run
for 7=4000 scheduling slots, and we use k=500 for k-point
moving average calculation.

Refer to Figure 5, 11 nodes are placed in an area of
300mx400m. There are 13 links L;~L,3, 6 flows fi~fs.

We obtain 5 cliques Vi~Vs as shown in Figure 4. For
comparison with the simulation results, we use (7) and (9) to
determine the theoretical average throughput of links and flows,
which are presented in Table I.

TABLE L. THEORETICAL AVERAGE THROUGHPUT (Mbps)

£ V2 Vi | Vs

Ly |Ly| Ls |\Lis| Ly | Lo |Lia| L | L7 | Ls |Lio|Lii| Ls

11.9(15.4{13.14{7.5|16.83(13.1{11.8]9.16/12.83(13.35]15.6/10.8|10.5

S fa S fa fs fs

5.133 5.95 5.133 | 5.133 5.25 7.5

From Table I, we note that flows f}, f; and f; have the same
average end-to-end throughput. This indicates that link L; is the
bottleneck of these three flows. Network provider can allocate
more resource to link L;.to resolve such issue. Preferably, one
can use more intelligent throughput sharing algorithm to
improve end-to-end throughput without the need for precious
radio resource. As a direction for future work, intelligent
throughput sharing methods other than the one suggested by (9)
will integrate with the CBFPS framework.

The simulated throughput and the theoretical average
throughput of links are plotted in Figure 6. For ease of
presentation, only L, L3, Ly and L¢ are shown. The analytical
results provide very good estimates of the simulation ones.
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Figure 6.

CBPFS Perfromance: Simulation and Analysis



Figure 7 depicts the number of slots allocated to each link
in our 4000-slot simulation. Obviously, each link has the same
share of time slots in CBPFS. This property makes CBPFS a
promising scheduling method for WMNSs.

900

Number of Scheduling Slots

1.2 3 4 5 6 7 8 9 10 11 12 13
Link No.

Figure 7. The number of slots allocated to each link

IV. CONCLUSIONS

The PFS algorithm is proposed for cellular networks; in this
paper, we proposed a Clique-Based PFS (CBPFS) scheme,
where links are grouped into link cliques which are
proportionally fair scheduled to achieve maximized utility.
CBPFS is a PFS extension and can be used in both cellular
networks and WMNSs. For the proposed CBPFS algorithm, this
paper also analyzed its performance and provided closed-form
expressions to evaluate the throughput of both links and flows
in Rayleigh fading environments. The theoretical analyses
match quite well with simulations.

For future research, we will analyze CBPFS in various
fading environments and consider intelligent throughput
sharing algorithms with CBPFS.
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