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Abstract—Compared with cellular networks, wireless mesh 
networks (WMNs) need more careful design for resource 
allocation. To this end, we develop a clique-based proportional 
fair scheduling (CBPFS) algorithm for WMNs. Furthermore, we 
obtain a closed-form model to quantify the throughput of 
connection links and traffic flows in multi-hop transmissions. We 
use the derived analytical framework to estimate the throughput 
of CBPFS and compared it with simulations. It is the first time a 
mathematical model is developed to quantify the throughput of 
links and end-to-end flows in a multi-hop network where links 
are proportionally fair scheduled. 

Keywords- wireless mesh network; multi-hop transmission; 
clique-based proportional fair scheduling 

I.  INTRODUCTION 

We consider network resource optimization in a wireless 
mesh network (WMN). A WMN consists of radio nodes 
organized in a mesh topology. Different from the cellular 
network, nodes in a WMN can communicate with each other 
directly or through intermediate nodes. A WMN is a special 
type of wireless ad-hoc network where the topology of the 
network is relatively static and nodes are with limited mobility 
[1]. We address the throughput and fairness issues in such 
wireless networks [2]. 

Resource allocation mechanism relies on a suitable 
performance metric. There are two types of performance 
metrics used in resource allocation: throughput-based 
performance metric and utility-based performance metric. The 
former is often seen in cellular networks whose objective is to 
maximize the sum (or weighted sum) of the throughput of all 
links, while the latter is typically used when the objective is to 
exhibit some sense of fairness criteria. Throughput-based 
performance metric is known to cause severe unfairness among 
the nodes in wireless networks, and most recent work on 
resource allocation has shifted to a utility-based framework. In 
our context, utility-based approach is to maximize the 
aggregate utility in the network, and we propose to use utility-
based performance metric for resource allocation in this paper. 

In an utility-based framework, each link l is associated a 
utility function Ul(Rl), over the link throughput Rl. It is known 

that by defining U(.) appropriately, different fairness criteria of 
interest, such as proportional or max-min fairness, can be 
achieved [3][4]. Radunovic and Boudec [5] prove that the max-
min allocation has fundamental efficiency problem in the limit 
of long battery lifetime, regardless of the MAC layer, network 
topology, choice of routes and power constraints. This results 
in all links receiving the rate of the worst link, and leads to 
severe inefficiency. For efficiency, we consider proportional 
fairness in this paper. We then extend the proportional fair 
scheduling (PFS) algorithm so that the proposed framework 
supports higher throughput. To be specific, non-contending 
links are grouped into link cliques which are to be scheduled in 
a proportionally fair manner (refer to Section II for details). 

Even in cellular networks, there are few analytical results 
related to the PFS algorithm. To simplify the problem, most 
analyses assume some kind of i.i.d relationship among the links 
[6-9]. Moreover, linear rate model and logarithm rate model 
are the two rate models commonly used for analyzing the 
performance of PFS [6-9]. The assumption of linear or 
logarithm rate model is a reasonable modeling convention. 
However, when examining throughput performance, it does not 
seem entirely satisfactory to assume such simplified models 
[10]. Work by Telatar [11] and Smith et al. [12][13] suggest 
that the link capacity in Rayleigh fading networks be better 
modeled by a Gaussian distribution. 

With this Gaussian rate model, Liu [10][14] conducts 
mathematical analysis and provides closed-form expressions 
for the PFS throughput without the limitations mentioned 
above. The theoretical results in [10][14] fit with the simulation 
ones with surprisingly high accuracy. 

Our ultimate objective is to develop a theoretical 
framework to facilitate the research on fair resource allocation 
for WMNs with multiple contending links and multi-hop 
transmissions. Towards this end, we propose a systematic 
method and then derive a mathematical model to estimate the 
throughput achieved for a multi-hop path in WMNs where 
links are scheduled under the proportional fair criteria. In 
particular, our contributions are summarized as follows. 

1) In this paper, we introduce clique-based proportional 
fair scheduling (CBPFS), which is an extension of PFS. Since 
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its first presence [3], the PFS algorithm has aroused 
considerable interest (see [14] and the references therein). Until 
now, virtually all analytical results on PFS are for cellular 
networks where links are non-contending by Time-Division-
Multiple-Access (TDMA) technique. This paper provides a 
theoretical framework for the research of PFS in multi-hop or 
mesh networks where there are multiple contending links. 

2) Our analysis is general and covers a broad set of 
scenarios. CBPFS becomes PFS when used in cellular 
networks. The most valuable contribution of this paper is a 
mathematical framework that provided quick estimates of the 
throughput for both links and multi-hop paths under the 
proportional fairness criteria. 

The rest of the paper is structured as follows. In Section II, 
we first introduce concepts of clique-based scheduling in 
WMNs; we then present CBPFS algorithm and derive the 
mathematical framework for evaluating the throughput of a 
given link or flow in a WMN. Closed-form models of the 
throughput for both links and flows are also developed to 
facilitate the mathematical analysis. Due to space limitation, 
we do not provide detailed proofs in this conference version.  
In Section III, we compare analytical results with simulation 
experiments to validate the theoretical findings in Rayleigh 
fading scenarios. We conclude the paper in Section IV. 

II. NETWORK MODEL 

A. System Model and Notations 
Consider a WMN that is represented by a connected graph, 

G=(N,L), which has a node set N (with cardinality |N|), a link 
set L (with cardinality |L|), and |F| source-destination node 
pairs {s1, d1},…, {s|F|, d|F|}. We refer to a source-destination 
pair {sf, df} as a flow, denoted by f, and denote the set of flows 
by F. Let ζf be the end-to-end path which is the set of wireless 
links crossed by flow f∈F and {xl[t]} the arrival process for 
link l∈L, i.e., xl[t] is the number of packets that transmitted 
over link l in slot t. Let λf denote the average throughput of 
flow f. For any link l∈L, let  Cl and E[Cl] denote the capacity 
and average capacity, Rl and E[Rl] denote the throughput and 
average throughput of link l, respectively. At each node, a 
packet queue is maintained for each destination. We call a 
queue stable if its length does not increase infinitely. 
Obviously, the network is stable if all queues are stable; and 
unstable otherwise. For the queues to be stable, it requires E[Rl] 
≥ λf for any link l∈ζf. Let Λ denote the stability region of the 
network. To find Λ, subject to resource constraints such as 
capacity constraints or power constraints, one needs to choose 
a suitable performance metric for resource allocation. 

We assume that each link experiences independent (but not 
necessarily identical) Rayleigh fading in WMNs. Similar to our 
previous research on PFS, for the analysis on CBPFS, we use 
Gaussian rate model for link capacity. 

B. Link Contention 
In WMNs, due to undesired interference and resource 

contention, not all links in a wireless network can transmit 
simultaneously. 

For our discussion, we assume that each node in WMNs is 
equipped with one single antenna and operates in half-duplex 
transmit/receive mode. We consider a general link contention 
model formulation specified by a set of pairs of links that 
contend with each other: we say that two links contend if their 
concurrent transmissions need to access the same radio 
resources. There are five kinds of link contention: multiple 
links transmitting to the same node, multiple links receiving 
from the same node, the transmitting link and receiving link of 
the same node, intra-flow link contention where different links 
of the same flow heavily interference with each other, inter-
flow link contention where different links of different flows 
heavily interference with each other. The level and size of the 
contention in a WMN is determined by the node position, and 
each node’s communication, interference and sensing range. 

In our analysis, TDMA-based scheduling is used: Time is 
divided into small scheduling intervals called slots. In each 
time slot, the system schedules a number of non-contending 
links to transmit simultaneously. The scheduled links could be 
different from slot to slot. The links that are to be scheduled are 
chosen in the current slot and the chosen links transmit their 
packets in the next slot. 

C. Clique-Based Proportional Fair Scheduling (CBPFS) 
Refer to Figure 1, from the network topology represented 

by a graph G=(N,L) together with the set of flows F, we 
generate the 1st link contention graph GLC-1 that captures the 
contention among links in such a way that each link is a vertex 
in this graph and two links that contend are adjacent. Refer to 
the left-side plot in Figure. 1, there are 11 nodes, 6 active flows 
f1-f6, and 13 links L1-L13 in the network. The right-side plot in 
Figure 1 is the corresponding link contention graph GLC-1. 
According to the definition of link contention, link L1 contends 
with links L2, L6; link L8 contends with links L2, L11, L3, L13. 
The edge between L1 and L6 indicates an intra-flow link 
contention over flow f2; The edge between L1 and L8 indicates 
an inter-flow link contention. 

 

 

Figure 1.  Generation of flow contention graph GLC 

From the 1st link contention graph GLC-1, we generate the 1st 
clique allocation graph GCA-1 which is a maximal complete 
sub-graph of the complement or inverse graph of the 1st link 
contention graph GLC-1. A clique V represents a maximum 
number of concurrent links in the link contention graph, and is 
simply the set of vertices in the clique allocation graph. Refer 
to Figure 2, the 1st clique V1={L1, L3, L5, L13}. Here, the 
complement or inverse graph GI of a graph G is constructed in 
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such a way that two vertices in GI are adjacent if and only if 
they are not adjacent in G. 

 

Figure 2.  Generation of clique allocation graph GCA-1 

Refer to Figure 3, we then remove from GLC-1 the vertices 
in GCA-1 to produce the 2nd link contention graph GLC-2. 
Similarly, we generate the 2nd clique allocation graph GCA-2 and 
have the 2nd clique V2={L2, L9, L12}. 

 

Figure 3.  Generation of clique allocation graph GCA-1 

We repeat the above procedure to produce the Kth link 
contention graph GLC-K, the Kth clique allocation graph GCA-K 
and the Kth clique VK, until all links are in cliques. 

Once we have allocated all links in cliques {Vi, i=1, 2, …, 
K}, we then generate a clique scheduling graph GCS that 
represents each link clique as an entity to be scheduled. In each 
slot, one and only one clique Vi (i=1, 2, …, K) is scheduled. 
Once a link clique Vi is chosen to transmit according to the 
scheduling criterion, all links in link clique Vi will be 
scheduled to transmit simultaneously. Refer to Figure 4, there 
are 5 cliques. When V1 is chosen to transmit, links L1, L3, L5 
and L13 can transmit at the same time. 

 

Figure 4.  Generation of clique scheduling graph GCS 

In light of all the superior features of proportional fairness 
over other fairness criteria, we use the concept of proportional 
fairness together with the above clique-based scheduling 
method as our clique-based proportional fair scheduling 
(CBPFS) policy. Just as PFS in cellular networks schedules a 

link/node at each slot, CBPFS in WMNs schedules a link 
clique at each slot. 

It is known that the PFS algorithm maximizes the aggregate 
utility of all links in a TDMA cellular network [3]. Similarly, 
CBPFS maximizes the aggregate utility of all link cliques in a 
TDMA wireless mesh network. In other words, the CBPFS 
algorithm is the solution to the following optimization problem: 
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where K is the total number of cliques, t is the current slot, 
Ii[t+1] is the indicator function of the event that link clique Vi is 
scheduled to transmit in time slot t+1, Ri,j and Ci,j are the 
throughput and capacity of the jth link li,j in the ith clique. 

Simulations [6][8] indicates that each link li,j in a PFS-
enabled cellular network has the same average probability of 
being scheduled (In fact, this property is also proven in our 
research on PFS and the detail analyses will be in the future 
papers). From the generation of link cliques, we know that this 
interesting property also exists for any link in a CBPFS-
enabled WMN. Since the same average scheduling probability 
means the same number of slots allocated to any link, this 
property (i.e., equal-time-share) makes CBPFS an efficient yet 
fair scheduling algorithm for WMNs. 

Refer to Figure 1~3, we would like to point out that the 
network throughput could increase if: we do not remove the 
vertices in V1 to produce GLC-2. (and GLC-3, …, etc.,) when we 
have the 1st clique V1={L1, L3, L5, L13} from GLC-1. By this, the 
resulting cliques may overlap, i.e., a link may belong to 
multiple cliques. Though in this way, the network throughput 
could be higher than that in CBPFS due to higher space re-use, 
this scheme raises fairness issue and is thus not desirable as a 
link belonging to multiple cliques will be allocated more time 
slots than other non-overlapping links. 

D. Mathematical Analysis of CBPFS 
For a network topology and the set of flows, the clique 

scheduling graph GCS is finally generated with the scheme 
described in sub-section C. We assume that there are K vertices 
in such graph denoted as link cliques V1, V2,…VK. Link clique 
Vi = {li,1, li,2,…li,|Vi|} (li,j∈Vi ⊆L, i=1,2,…K; j=1,2,…|Vi|) 
contains |Vi| simultaneous links. From sub-section C, a link l 
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belongs to one and only one link cliques, i.e., Vi ∩ Vj = ∅, 
∀i≠j. We also have V1 ∪ V2 ∪…∪ VK = L. 

Let’s consider the problem where these |L| links wishing to 
transmit data, and the rates of transmission are randomly 
varying due to channel fluctuations. We assume that channel 
fading keeps constant over each slot, and varies independently 
from slot to slot. The selection of the links to schedule is based 
on a balance between the current possible rates and fairness. As 
described in sub-section C, the CBPFS algorithm performs this 
by comparing the ratio of the capacity for each link clique to its 
throughput tracked by an exponential moving average, which is 
defined as the preference metric. 

The link clique with the maximum preference metric will 
be selected for transmission in the next scheduling slot. This is 
described mathematically as follows. The end of slot t is called 
time t. In next time slot t+1, the capacity of link li,j∈Vi is 
Ci,j[t+1]. Ci,j is a random variable whose distribution depends 
on the characteristics of the underlying Rayleigh fading process. 
For a link li,j, its k-point moving average rate (i.e., throughput) 
up to time t is denoted by Ri,j;k[t]. The preference metric of link 
clique Vi is denoted by Qi;k[t+1] = Σli,j∈Vi (Ci,j[t+1])/Σli,j∈Vi 
(Ri,j;k[t]). For ease of exposition, in what follows, we will drop 
the subscript k from the notations Ri,j;k[.] and Qi;k[.] where there 
is no confusion. 

Link clique Vi = argVj max Qj[t+1] = argVj max Σli,j∈Vi 
(Ci,j[t+1])/Σli,j∈Vi (Ri,j[t]) is scheduled to transmit, which means  
all links li,j∈Vi  are scheduled to simultaneously transmit in 
next time slot t+1. The moving average rate of link li,j up to 
time t+1 is updated by (5). 

Similar to [3], one can prove that the CBPFS algorithm in 
sub-section C is the solution to the optimization problem 
formulated by (1). For the analysis, our objective is to derive a 
closed-form expression for the average throughput of links 
(and also end-to-end flows) that are scheduled under the 
CBPFS policy. As we are dealing with per-link scheduling and 
the scheduling metric is directly related to link capacity C, it is 
desirable to incorporate in the analysis a stochastic model of 
link capacity in WMNs. 

In the following, we provide accurate estimate of 
throughput for WMNs. As suggested in Section I, Gaussian 
rate model is used for link capacity. We have the following 
theorems: 

Theorem 2.1: Under CBPFS, when each link clique in GCS 
contains one and only one link lj∈L (j=1,2,…|L|), assuming the 
capacity Cj of link lj is statistically independent Gaussian, if the 
standard deviation σj of Cj is a monotonically increasing, 
concave function of its mean value E[Cj], the average 
throughput E[Rj] of link lj can be approximated by 

[ ] [ ] ( )[ ]( )

( ) ( )[ ] dyyyy

M
L
CE

RE

L

M j

L
j

j
j

j

1||

||1

−∞

−
×+

−−×≈

∫ φρσ

φ
. (6) 

where ρ(.), φ(.) are zero mean, unit variance standard normal 
probability density function and distribution function (i.e., pdf 
and cdf), respectively. 

Proof: Due to space limitations, we omit here the details of 
this proof. In fact, CBPFS is PFS in this case and one can refer 
to [14] for the detailed proof. � 

 

Theorem 2.2: Under CBPFS, assuming the capacity Ci,j of 
each link li,j is statistically independent Gaussian, let χi=Σ∀li,j∈Vi 
(Ci,j) denote the capacity of link clique Vi, if the standard 
deviation σCi,j of Ci,j is a monotonically increasing, concave 
function of its mean value E[Ci,j], the average throughput 
E[Ri,j] of link li,j can be approximated by 
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Proof: The capacity χi=Σ∀li,j∈Vi (Ci,j)  of each link clique is 
statistically independent Gaussian. By considering all links in 
link clique Vi as a virtual link, with Theorem 2.1, we obtain the 
average throughput of the ith virtual link. Inside a virtual link, 
all links transmit at the same time slot, the average throughput 
of link li,j is then proportional to its average capacity E[Ci,j]. We 
then have (7). One can verify that Theorem 2.1 is a special case 
of Theorem 2.2.� 

E. Flow Throughput in CBPFS-enabled WMNs 
Flows between sources and destinations are mapped to 

paths, according to the routing algorithm (for example, shortest 
path routing) using some routing metric. In WMNs, multiple 
flows may share a single link l. Theorem 2.2 provides a closed-
form expression to quick evaluate the average throughput E[Rl] 
of any link l in CBPFS-enabled WMNs. Once E[Rl] is 
determined, one can use some algorithm to allocate E[Rl] 
among all flows sharing link l. Let τl,f denote the average data 
rate allocated by link l to flow f. Let Nl denote the total number 
of flows sharing link l. Given an end-to-end path ζf of flow f in 
a multi-hop network, it is known that the average end-to-end 
throughput λf is [15], 

[ ]fllf
f

Min ,τλ
ζ∈∀

= .  (8) 

Here we use a simple algorithm to share throughput among 
all flows on link l: τl,f = E[Rl]/Nl, i.e., all flows on link l have 
the same share of throughput. In practice, this can be 
implemented by using link l to transmit data for one of the Nl 
flows in a round-robin manner, when link l is scheduled. 



With this average allocation method, we have the average 
end-to-end throughput of flow f, 

[ ]lllf NREMin
f
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ζ

λ
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where E[Rl] is determined by (7). 

III. SIMULATION STUDIES 
In this section, we present simulation results that validate 

our analyses. Due to space limitations, we would not go into 
details about the simulation parameters and setup. For all 
simulations, the CBPFS scheduling algorithm together with the 
throughput sharing algorithm shown by (9) are used.  

To evaluate the theoretical results presented in Section II, 
E[Ci,j] and σi,j of link capacity should be available beforehand. 
For example, we can estimate E[Ci,j] and σi,j by measuring link 
li,j over a period of time. Specifically, according to [12], for a 
single-input-single-output (SISO), Rayleigh fading link, we 
have to the following form, 

( ) λλ λdeSINRWCE ∫
∞ −××+=

0
1log][   (10) 

( )( )

( )
2

0

2

0

222

1log

1log

⎟
⎠
⎞⎜

⎝
⎛ ××+−

××+=

∫

∫
∞ −

∞ −

λλ

λλσ

λ

λ

deSINRW

deSINRWC
  (11) 

where W is the bandwidth, SINR is the signal to inference-plus-
noise ratio, C is the link capacity, E[C] and σC are the mean 
value and the standard deviation of C. 
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Figure 5.  Network topology 

In the simulation, we use standard method to simulate 
Rayleigh fading, i.e., link capacity Cl=W×Log[1+SINRl×|hl|2], 
where the channel gain hl for link l is a normalized complex 
Gaussian random variable, W is the bandwidth. All links 
experience independent fading. System parameters are: 

bandwidth W=10MHz, path loss exponent α=2.5, reference 
distance d0=50m, reference SINR at d0 is SINRd0=25dB. For 
simplicity, the received average SINR at link l is given by 
SINRl=SINRd0–10α×Log10[dl/r0], where dl is link distance. 
More accurate SINR models could also be used but that will 
unnecessarily complicate the simulation. All simulations run 
for T=4000 scheduling slots, and we use k=500 for k-point 
moving average calculation. 

Refer to Figure 5, 11 nodes are placed in an area of 
300m×400m. There are 13 links L1~L13, 6 flows f1~f6. 

We obtain 5 cliques V1~V5 as shown in Figure 4. For 
comparison with the simulation results, we use (7) and (9) to 
determine the theoretical average throughput of links and flows, 
which are presented in Table I. 

TABLE I.  THEORETICAL AVERAGE THROUGHPUT (Mbps) 

V1 V2 V3 V4 V5

L1 L3 L5 L13 L2 L9 L12 L6 L7 L8 L10 L11 L4

11.915.413.147.5 16.8313.111.8 9.16 12.8313.35 15.610.8 10.5

f1 f2 f3 f4 f5 f6

5.133 5.95 5.133 5.133 5.25 7.5

From Table I, we note that flows f1, f3 and f4 have the same 
average end-to-end throughput. This indicates that link L3 is the 
bottleneck of these three flows. Network provider can allocate 
more resource to link L3.to resolve such issue. Preferably, one 
can use more intelligent throughput sharing algorithm to 
improve end-to-end throughput without the need for precious 
radio resource. As a direction for future work, intelligent 
throughput sharing methods other than the one suggested by (9) 
will integrate with the CBFPS framework. 

The simulated throughput and the theoretical average 
throughput of links are plotted in Figure 6. For ease of 
presentation, only L1, L3, L4 and L6 are shown. The analytical 
results provide very good estimates of the simulation ones. 
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Figure 6.  CBPFS Perfromance: Simulation and Analysis 



Figure 7 depicts the number of slots allocated to each link 
in our 4000-slot simulation. Obviously, each link has the same 
share of time slots in CBPFS. This property makes CBPFS a 
promising scheduling method for WMNs. 
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Figure 7.  The number of slots allocated to each link 

IV. CONCLUSIONS 

The PFS algorithm is proposed for cellular networks; in this 
paper, we proposed a Clique-Based PFS (CBPFS) scheme, 
where links are grouped into link cliques which are 
proportionally fair scheduled to achieve maximized utility. 
CBPFS is a PFS extension and can be used in both cellular 
networks and WMNs. For the proposed CBPFS algorithm, this 
paper also analyzed its performance and provided closed-form 
expressions to evaluate the throughput of both links and flows 
in Rayleigh fading environments. The theoretical analyses 
match quite well with simulations. 

For future research, we will analyze CBPFS in various 
fading environments and consider intelligent throughput 
sharing algorithms with CBPFS. 

REFERENCES 
[1] I. F. Akyildiz, X. Wang, and W. Wang, “Wireless mesh networks: a 

survey,” Computer Networks, vol. 47, No. 4, March 2005, pp. 445-487. 
[2] J. Tang, G. Xue, and W. Zhang, “Cross-layer design for end-to-end 

throughput and fairness enhancement in multi-channel wireless mesh 
networks,” IEEE Trans. Wireless Commu., vol.6, no.10, October. 2007, 
pp.3482-3486. 

[3] F. Kelly, "Charging and Rate Control for Elastic Traffic", Eur. Trans. on 
Telecommun., February 1997, pp. 33-37. 

[4] X. Huang and B. Bensaou, “On max-min fairness and scheduling in 
wireless ad-hoc networks: Analytical framework and implementation,” 
in Proc. ACM MobiHoc, Long Beach, California, October 2001. 

[5] B. Radunovic and J-Y L. Boudec, “Rate performance objectives of 
multi-hop wireless networks,” in Proc. IEEE INFOCOM, Hong Kong, 
March 2004. 

[6] J. M. Holtzman, "Asymptotic analysis of proportional fair algorithm," in 
Proc. IEEE PIMRC, San Diego, CA, 2001, pp. 33-37. 

[7] H. J. Kushner and P. A. Whiting, "Asymptotic Properties of 
Proportional-Fair Sharing Algorithms: Extensions of the Algorithm," in 
Proc. of the Annual Allerton Conference on Communication, Control 
and Computing, vol. 41, 2003, pp. 303-311. 

[8] S. Borst, "User-level performance of channel-aware scheduling 
algorithms in wireless data networks," in Proc. INFOCOM, San 
Francisco, 2003, pp. 321-331. 

[9] J-G. Choi and S. Bahk, "Cell-Throughput Analysis of the Proportional 
Fair Scheduler in the Single-Cell Environment," IEEE Trans. Veh. 
Technol., vol. 56, no. 2, pp. 766-778, March 2007. 

[10] E. Liu and K. K. Leung, “Fair resource allocation under rayleigh and/or 
rician fading environments,” in Proc. IEEE PIMRC, Cannes, France, 
September 2008. 

[11] I. E. Telatar, "Capacity of multi-antenna Gaussian channels," European 
Transactions on Telecommunications, Vol.10, No.6, pp.585-595, 
November/December 1999. 

[12] P. J. Smith and M. Shafi, "On a gaussian approximation to the capacity 
of wireless MIMO systems," in Proc. IEEE ICC, New York, April 2002, 
pp. 406-410. 

[13] P. J. Smith, S. Roy, and M. Shafi, “Capacity of MIMO systems with 
semi-correlated flat fading,” IEEE Trans. Inform. Theory, vol. 49, no. 10, 
October 2003. 

[14] E. Liu, Q. Zhang, and K. K. Leung, “Opportunistic resource allocation 
for frequency-selective fading, multi-carrier systems with fairness 
constraints,” in Proc. IEEE ICC, Dresden, Germany, June 2009. to 
appear. 

[15] Y. Gao, D-M. Chiu, and J. C. S. Lui, “Determining the end-to-end 
throughput capacity in multi-hop networks: methodology and 
applications,” SIGMetrics/Performance, Saint Malo, France, June 2006. 

 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


