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Abstract

Cooperative diversity systems rely on using relay nodesetayrcopies of transmitted information to the
destination such that each copy experiences differentreiidading, hence increasing the diversity of the system.
However, without proper processing of the message at thggethe performance of the cooperative system may not
necessarily perform better than direct transmission systén this paper, we proposed a distributed beamforming
and power allocation algorithm which substantially imprswvthe diversity of the system with only very limited
feedback from the destination node. We also derive outagleapility as well as study the outage behavior of this

scheme.
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I. INTRODUCTION

One of the challenges of communicating a signal over a medsuthe distortion and loss of signal
power caused by the medium. Such a phenomenon, commonlgdeshannel fading, results in fluctuation
of the signals received. To combat channel fading, divetsithniques, whereby signals carrying the same
information are transmitted and received over differesotgces, are commonly used. Traditionally, to
introduce diversity, the multiple signal copies will spame, frequency or spatial resources [1]. A new
technique to introduce diversity into the system, in whichltiple spatially separated communication
devices (nodes) cooperate to improve the quality of comoafions between two nodes was proposed
in [2], [3]. Such systems are able to introduce diversityitite system by using cooperative nodes to
relay the information to the destination after some delauesal algorithms to accomplish the task has
been introduced in [2], of which, Amplify and Forward (AF)shbeen shown to achieve full diversity.

Since then, there have been many algorithms proposed topolaté the relay nodes to enhance
performance. Known as cooperative beamforming, most dfetfagorithms weigh their input according
to the channel state information feedback [4], [5] or pridfbrmation available [6]. The optimal weighting
for each of the nodes has also been derived in [7]. There Hawebaen algorithms to optimally allocate
power to the different relay nodes [8], [9]. At the time of tirg this paper, it has also come to our
attention of [10], which proposed a scheme similar to oun®hkelowever, the two schemes are based
on different settings, and the proposed strategies of p@iecation in both schemes are different. In
this paper, we present a suboptimal distributed beamfa@rramd power allocation scheme which has an
outage probability close to the optimal scheme. We furthezivd the outage probability of the scheme
and show that offers an advantage over schemes where eqighitsvare assigned to the relays.

The organization of the paper is as follows. We develop tlstesy model in the next section, followed
by the proposed algorithm in Section Ill. We then derive théage probability the system in Section 1V,
followed by numerical results in Section V to validate owigis. The paper is summarized and concluded

in Section VI.

Il. SYSTEM MODEL

Consider a cooperative network system with one source ngdeglays nodes, and one destination node
as illustrated in Figure 1. We assume that the channel st&demation of incoming and outgoing links
are available at each node and that these are flat fading elsaie further assume that the transmission
time frame for sending each message is split into two, the begg the message sending by the source
node, which we term the“broadcast” phase, and the secomg lle¢ transmission of the message by the
relay nodes, which we refer to as the “cooperation” phasee Hege consider the non-regenerative relay

method.
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Fig. 1. Cooperative communication system with 2 relay nodes

During the “broadcast” phase, where a sigmak sent by the source node, the received signal at the

destination and relay nodecan be respectively written as
Ysd = hs,dm + Ws d, (1)

and

Ysi = hs,ix + Ws 4, (2)

whereh, ;, andh,, denotes the channel response from the source to the destimaide and relay node
respectively, whilew, ; andw,; are the observation noise at the destination and relay nedesctively.

The received signal at the destination node during “codjmeraphase is written as

ynd Z 0_2 + |h |2 7Cl (hs,ix + ws,i) -+ U)r,d

aq an

_ [ hs1hi,q . he thNT :| . [ ws,1h1.q . ws NN, .d . Fw,y
Qn, AN,

= hfz+wf+w, 4 (3)

wherew, 4 is the noise at the destination node during the “cooperapbase,o? is the variance of the

noise at each of the relays, and the fac{\?ﬁ is due to power normalization at each relay. The

2
o5+ hsi

T
vectorf = [al -+ ay,| Is the weight vector which we will derive in the following sem.
Concatenating equations (1) and (3), the signal model foralay network using the amplify-forward

protocol can be written in matrix form as

ys,d hs,d ws,d
= €T +
Yr.d hf wf + Wy d

(4)



[II. DISTRIBUTED BEAMFORMING AND POWER ALLOCATION

To maximize the SNR at the destination, the optimal weiglitaef should satisfy

I PfEWThf g PfAWAhf (5)
max = max
f fHwHwWE + |w, 4| f fHwHw + |w, q?In ]f )

where P is the overall power constraint of the relay nodes.

The optimal solutiort,,; can be found by solving the generalized eigenvalue problem
E{[WHW + |wr,d’21Nr]}71Phthopt = )\mazfopt (6)

where\,,... is the largest generalized eigenvaluefof[w”w + |w, 4/*Ix,]} ' Phh.

However, a centralized control with access to all chanrnfelrimation is required to obtain this optimal
solution, and very high system overhead is involved. In fhaper, we are interested in a distributed
solution, where each relay node can decide its transmit pbased on knowledge of its incoming and

outgoing channels;,; andh, ;. Here, we propose to use the weight vector

hq1h1 alhsl eNr Nr alhs, Nr\
b, =5 L/ozﬂhsl? VP NL R AE VP (7)

where § = 1/\/2Z i % is the normalizing constant such that the power constigfiift = P

is satisfied, and such the common factbican be periodically obtained from the destination node via
a broadcast channel. The reason to introduce the total poasumptionP can be clarified as the
following. Although each relay node can transmit up to theim output power limit, the total power
constraint limits interference to other source-destorapairs. Power consumption could be an important
issue for power-constrained communication scenariosh sisc wireless sensor networks. Furthermore
such a common factor provides a standard for multiple refayadjust their transmission power. We also
introduced the incoming and outgoing channel coefficielis,andh; 4, in f, based on the intuition that

more power should be allocated to relaying nodes with befteatity links from the source node.

IV. OUTAGE PROBABILITY

For the proposed distributed beamforming and power allmcascheme, we analyze effects of the
scheme on system performance. We focus on outage prolatbiéit information-theoretic measure as
in [2].

For the system described by (4), the mutual information is
I = élog [1 + (|hsal® + thth)(E{an})_l} (8)

Ws.d
wheren =

wif + Wy g .



Using the proposed relay weighsin (7), we obtain

1 .
I = Slog |1+ (|ha*P +£"hhe) (E{nn}) 1]
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1 P 9 (Zi:l o2+|hg ;]2 ) Zi:l (o‘%’—‘,—‘hsyiyp)z
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T2 a2 02+ [how |2
= 2|2+ P Z |2, oi,al* (10)
- n 61h. 4|2 .
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In this paper, we use the special symboto denote exponential equality [11]e., f(p) = p" to denote

1
i 108 /()
p—oo logp

The following theorem describes the high SNR behavior of gheposed distributed beamforming and

power allocation algorithm.
Theorem 1. For i.i.d. Rayleigh fading channels and high SNR region, tbeage probability of the

N,-relay system can be approximated as

p(T < R) = p~ D), (11)

Proof: The proof is given in the Appendix. [ |
Consider the traditional point-to-point multiple-inputngle-output (MISO) system as a comparable
scheme. It is obvious that the performance of such a MIS@sy#t the best that the proposed cooperative
strategy can achieve. Provided that there /Sydransmit antennas, it can can expected that such a MISO
system can achievé/, + 1 diversity gain since the multiple antennas can coordinatla each other
and hence the receiver can ha¥e + 1 independent copies of the transmitted signals [1]. Theotem
indicates that such diversity gain is still achievable @ligph the muItipIe antennas are distributed among
the multiple nodes. As defined in [11], the multiplexing g&n- = hm ffg’” and the diversity gain is
d= _phjﬁlomiﬂ [11]. From Theorem 1, we have the following corollary

Corollary 2: The diversity-multiplexing tradeoff achieved by the distited beamforming and power

allocation is given by

d(r) = (N, + 1)(1 —2r).
Proof: Recall from the proof for Theorem 1, the outage probabilithasinded as

NT(OZH)NT+1 )NT+1

(N, +1)!

(oz@

(12)



wheref) = 21,
To obtain the diversity-multiplexing tradeoff of the prageal distributed beamforming scheme, define
the data ratek as a function ofp as
R =rlogp. (13)

Substitute (13) into the expression of the outage proliglaind we have

Nr(a)NrJrl (22rlogp _ 1)Nr+1 (O[)NT+1 (22rlogp . 1)Nr+1

(N> +1)! phrtt > Pl < R) > (N, + 1)! phr 1 (14)
When p — oo, we have
(p27')NT+1
logp(Z < R) = log (—pNTH ) . (15)
And the corollary is proved. [ |

It is important to point out that although similar resultss@deen obtained previously (e.g., [11]), our
setting under consideration is unique. Provided that a#ramas are located at the source node, the results
about the full diversity order and the multiplexing-divigystradeoff could be easily obtained. However,
with multiple antennas scattering among the multiple npdégorem 1 and Corollary 2 are valuable as

they indicates that the single-antenna source node catidares if it is equipped with multiple antennas.

V. NUMERICAL RESULTS

Consider a relay ad-hoc network where each node is equippldowe antenna element. The wireless
links are assumed as Raleigh fading. The required data ra&t igsk = 1.

Figure 2 shows the outage performance of the proposedldistd beamforming and power allocation
scheme as a function of SNR, where the effect of different remdd relay nodes is also shown. As
can be seen from the figure, by increasing the number of the net@y nodes, the proposed method can
improve the system performance generally.

In Figure 3 the outage probability of the different beamforgnschemes is shown, obtained by Monte
Carlo simulations. The two-relay-node scenamg, = 2, is considered here. It is interesting to observe
that the performance of equal power transmission couldtresuse performance than direct transmission,
which implies that it could be better not to use relay trarssmoin without proper beamforming or power
allocation. Furthermore, centralized power control camexe better performance than direct transmission,
as expected. And it can be observed that the proposed digtmibmethod can have performanceldB
from that of the centralized one.

Figure 4 shows the diversity-multiplexing tradeoff for ttigee transmission schemes, direct transmis-
sion, selection relaying [2] and the proposed method. A&etgal, direct (or non cooperative) transmission

can achieve a multiplexing gainas each orthogonal channel is only used by one user. Sinvegoral



transmission is chosen, users cannot assist each othereacd there is no diversity gain. On the other
hand, the selective relaying scheme can achieve diversityaj 2 as each copy of the transmitted message
go through2 independent channels and hence more robustness can beedchi®wever such diversity
gain is obtained at a price. It requires additional usageaotiidth resourca,e., time slots, for relaying.
However, our proposed scheme can achieve the full diveddityy, + 1 while only requiring the same

amount of bandwidth resource as the selection relay scheme.
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Fig. 2. The outage probability of the proposed beamforming and poliation schemes with different number of relay nodes versus
SNR.
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Fig. 3. The outage probability of the various beamforming schemesiyShIR.
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Fig. 4. Diversity-multiplexing tradeoff for the proposed beamforminbesne, selection cooperative schemes and non cooperative scheme

VI. CONCLUSION

In this paper, we have proposed a distributed algorithm Wwhweighs the output of each relay node
appropriately such that the quality of the combined reakisignal at the destination node is improved.
We have also derived the outage probability of the algoritsmwell as studied its outage beaviour using
Monte Carlo simulations.

The algorithm proposed has been shown in the precedingoaetiperform substantially better than
classical schemes where the output of the nodes are not tedigh terms of outage probability. The
proposed scheme has also been proven to be able to achibdé/éusity. Due to the distributed nature
of the proposed algorithm, it has motivated us to investidedw it can be extended and adopted in the

design of cooperative networks.
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APPENDIX

OUTAGE PROBABILITY

In this appendix, we derive the proof for theorem 1. To aseigihe proof of the theorem, we first have

following lemma.



Lemma 1. Let |h; 4| and|h,;| be Rayleigh distributed random variables. For any positnifiinteger
k,

(S I Plhal?)
D IE (16)
Zz 1|hsz, |hzd|

Proof of Lemma 1: Mathematical induction is used to prove this lemma. Defireldift and right sides

of (16) as functions ofV,.,

hS’l hl
f(m:(zi 11||hsz||4||hd|)’ ZlhzdIQ for n>1. (17)

Hence proving Lemma 1 is equivalent to prove the the follgwin
f(n) <g(n), for n>1, (18)

which will be proved by using mathematical induction.
1) Whenn =1, f(1) = |hiq|> = g(1).
2) Letn =k and assume that
f(k) < g(k).
To simplify the proof, further define,, = (Ele \hs,kP\hk,d]2> andb, = 325 |hek|!hr.al?. Since
f(k) < g(k),

a; — brg(k) < 0. (19)
Forn=k+1,
(ak + [hs k1| Pes1.a?)?
k1) = ’ iy 20
g ) bi + |Rs o1 |*| Prks1.al? (20)
Hence,

+ hs 2 h 2\2
(ar + |Pos 1] 4\ ket 1,dl 2) — g(k)
b + [P i1 |4 Py 1,4
_ ag + [hs | |hrrnal* + 2ak] s g [P Paa® (k) — iy ral?
b + | Ps 1| Piet1,4)? g Fd
(a2 — g(k)br) + Carlhspi1]?|Pri1.al* — 9(B) | hs g1 [* | Paer1.al® = bl Prer1.al?)
bi + |hs o1 || P14
(a; — g(k)bx) + [higr,al* Carlhs s |* — g(B) | g pra|* — bi)

_ 7 , , 21
b + |hit1,a]? | Ps osr |* 1)

fk+1)—gk+1) = — |hgsral®

Sinceda; — 4b,g(k) < 0, we have
2ak|h57k|2 - g(k‘)|hs’k|4 - bk S 0 (22)
which implies that

flk+1)—gk+1)<0 (23)
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Therefore,f(n) — g(n) <0 if f(1) — g(1) <0, and the lemma is provell.
Proof of Theorem 1: From (9), we can deduce that the outage probability of théesyss

Ny |hei|*hial? 2 Ny |hs,i|®lhial* -1
P, (S8 et D G o
P <R) = p| 5| hed + = =5 Fhr 2+PZNT DR <27 -1
" =1 o +|hs,l? =1 o +hs,l?
2
(0 thsal?lhial?) N Pt
~ | | d e 2+PZ§€1 s”|4| “d|2 <21
Tn >it sl *hial > it sl * il
2
2 (Zﬁl|hs’i|2|hi’d|2> S Bl Pl
= p |hs.al” + o 1 . <0|2+P=% VTP (24)
> it [Pl Rl > sl *hi gl
whereg = 2°=1 andp = U%. Note that the second equality follows the high SNR asswmpivhere
02 = 0.

For largeNV,, we have the following observations. Firstly,
S Vil s ~1

25
S s |4 B2 (29)
due to the fact that all channels are assumed i.i.d.. Funiber,
2
Nr 1217, |2 N,
@;1 Puifltl) 53 il (26)
> it [Pl i al? N =

Although we currently do not have the formal proof for thisnslations show that it is the case.

So we can have

N,
1 s

pZ <R)<p <<|hs7d|2 + 32 > |hi7d|2> < 049) (27)
=1

wherea =2 + P.
Since it is assumed that the Rayleigh fading channels fAgnsource nodes to the destination node
are i.i.d.,|h, q|*> are independent exponential variables with the dec:ayimguraHenceZf:f;0 P gl s

Chi-square distribution witl2 N, degrees of freedom. Defing; = 3" |h,,.4|> and we have
fos(25) = Crafe ™, (28)

whereC| = ———;
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So the outage probability can be written as

pI<R) < ((m ]32 ><a9)

- // o (@2) fin, g2 (|hs.al*)d(|h.al*) des

|hs,al?+ 52 CCE<C¥9

af
NT‘ _
_ / / e el | by o2 fo () dos:
0 0
af of—
— Cl/ ) A et
0

af ab (1 1 )
— _ _ — - Ty —
= C’l/ xg’ le=dpy, — Che C“0/ e NE xJEVT Ydes, (29)
0 0

By using the exponential property, the outage probability ba simplified as

ab ab
1
pI<R) ~ Cl/ e ey — Ole_ae/ (1= (1= S5)ws)ay ™ dos
0 0

T

= _ - aejvil -C _i <@0)N——(1_NL3) (af)™H
k! "IN, " N, 1

i Ca af)* ] 1 (1 ﬁ)
_ 1—e¢ 9( G_Z(k') ) —C F(Ox@)i\f— ~ 7«1 (Oug)Nr+l
i k=N, . ) T T
00 k 1 — L)
" (af) 1 v - Npt1
= e kZ]\:[ T—Cl FT(OZQ)T —W<(X9>
N, (af)Nrt1
(N, + 1)! (30)
Using Lemma 1, we have the following inequality
Ny
pZ<R) > P (rhs,dﬁ + 3 Jhial? < ea> (31)
=1
Defineza = |hqal®> + 307, |hial?. From (28) we have the lower bound
p(Z <R) > P(za <ba)
= //fﬂm JJA d&?A
zA<al
N, ,
_ s N\ (08)
= 1—¢® Zl i
N —oa | o — (af)
~ 1l—e " [e A — Z i
i=Np+1
(af)Nrt1
(N, 7 1) 2

Since both the upper and lower bounds of the outage prohahdive the same exponential equality,

the theorem is provell
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