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Abstract

Light Field Microscopy (LFM) is a 3D imaging technique that captures spatial and angular information from light in a single snapshot. LFM is an appealing technique for applications in biological imaging due to its relatively simple implementation and fast 3D imaging speed [1]. For instance, LFM can help to understand how neurons process information, as shown for functional neuronal calcium imaging [2]. However, traditional volume reconstruction approaches for LFM suffer from low lateral resolution, high computational cost, and reconstruction artifacts near the native object plane. Therefore, in this thesis, we propose computational methods to improve the reconstruction performance of 3D imaging for LFM with applications to imaging neural activity.

First, we study the image formation process and propose methods for discretization and simplification of the LF system. Typical approaches for discretization are performed by computing the discrete impulse response at different input locations defined by a sampling grid. Unlike conventional methods, we propose an approach that uses shift-invariant subspaces to generalize the discretization framework used in LFM. Our approach allows the selection of diverse sampling kernels and sampling intervals. Furthermore, the typical discretization method is a particular case of our formulation.

Moreover, we propose a description of the system based on filter banks that fit the physics of the system. The periodic-shift invariant property per depth guarantees that the system can be accurately described by using filter banks. This description leads to a novel method to reduce the computational time using singular value decomposition (SVD). Our simplification method capitalizes on the inherent low-rank behaviour of the system. Furthermore, we propose rearranging our filter-bank model into a linear convolution neural network (CNN) that allows more convenient implementation using existing deep-learning
software.

Then, we study the problem of 3D reconstruction from single light-field images. We propose the shift-invariant-subspace assumption as a prior for volume reconstruction under ideal conditions. We experimentally show that artifact-free reconstruction (aliasing-free) is achievable under these settings. Furthermore, the tools developed to study the forward model are exploited to design a reconstruction algorithm based on ADMM that allows artifact-free 3D reconstruction for real data. Contrary to traditional approaches, our method includes additional priors for reconstruction without dramatically increasing the computational complexity. We extensively evaluate our approach on synthetic and real data and show that our approach performs better than conventional model-based strategies in computational time, image quality, and artifact reduction.

Finally, we exploit deep-learning techniques for reconstruction. Specifically, we propose to use two-photon imaging to enhance the performance of LFM when imaging neurons in brain tissues. The architecture of our network is derived from a sparsity-based algorithm for reconstruction named Iterative Shrinkage and Thresholding Algorithm (ISTA). Furthermore, we propose a semi-supervised training based on Generative Adversarial Neural Networks (GANs) that exploits the knowledge of the forward model to achieve remarkable reconstruction quality. We propose efficient architectures to compute the forward model using linear CNNs. This description allows fast computation of the forward model and complements our reconstruction approach. Our method is tested under adverse conditions: lack of training data, background noise, and non-transparent samples. We experimentally show that our method performs better than model-based reconstruction strategies and typical neural networks for imaging neuronal activity in mammalian brain tissue. Our approach enjoys both the robustness of the model-based methods and the reconstruction speed of deep learning.
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LSGAN Least squares generative adversarial network
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NIP Native Image Plane

NIR Near-infrared
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PSF Point Spread Function

PSNR Peak Signal-to-Noise Ratio

RL Richardson-Lucy algorithm

RMSE Root Mean Square Error

SIS Shift-Invariant Subspace

SP Sensor Plane

SPIM Single plane selective-plane illumination microscopy
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WF Wide Field
Notations

\( \mathbf{A}_\varphi \): Analysis operator with \( \varphi[\cdot] \) as template

\( \mathbf{B}_H \): Elementary matrix that circularly repeated forms \( \mathbf{H}_i \)

\( g(x) \): Continuous LF output signal

\( f(x, z) \): Continuous volumetric input signal

\( \mathbf{H}_d, \mathbf{H} \): Conventional LFM measurement matrix

\( \Delta x_1 \): Lateral Sampling interval for \( f(x, z) \)

\( \Delta x_2 \): Sampling interval for \( g(x) \)

\( \Delta z \): Axial sampling interval for \( f(x, z) \)

\( g[k] \): Discrete LF output signal

\( f[k,l], f_{k,l} \): Discretized volumetric input signal

\( \tilde{\varphi}(x, z) \): Dual basis function of \( \varphi(x, z) \)

\( h(x, p) \): Impulse response of \( \mathcal{H} \)

\( \mathbf{H}_i \): LFM measurement matrix for the \( i \)-th depth

\( \mathcal{H}_d \): LFM operator

\( \mathcal{H} \): LFM operator with continuous output

\( T \): Microlens Pitch

\( N \): Number of pixels under each microlens

\( d(x) \): Output sampling filter

\( \mathbf{S}_i \): Operator that extracts the depth \( i \)
\( \varphi(x, z) \): Synthesis filter

\( S_\varphi \): Synthesis operator with \( \varphi[\cdot] \) as template

\( s \): Upsampling factor

\( U_m \): Upsampling matrix of factor \( m \)

\( f \): Vectorized input volume

\( g \): Vectorized light field
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Chapter 1

Introduction

1.1 Motivation and Objectives

Understanding how the brain process information is a critical goal of neuroscience. This ambitious task poses multiple challenges for scientists in many fields. In particular, understanding neuron communication mechanisms requires imaging the dynamics of large populations of neurons at high speed and spatial resolution over large areas. Optical technology needed for this task has to simultaneously capture every neuron in the 3D space through highly scattering brain tissue.

Even though great efforts have been made to push forward fast optical techniques for 3D imaging, conventional modalities are still insufficient to monitor populations of neurons in the mammalian brain. For instance, wide-field microscopy increases photon generation rates and imaging speeds; however, it produces background interference since out-of-focus light appears in the in-focus image, reducing contrast. Two-photon microscopy explores near-infrared illumination, which implies deep tissue penetration, and reduced scattering. However, it requires sequential acquisition (point scanning), which limits the imaging speed. Multiple alternatives have been proposed to increase acquisition speed such as engineered beam trajectories [3–6], spatial or temporal multiplexing of multiple foci [7, 8–14], as well as sculpting fluorescence excitation into an extended point spread function [15–18], either scanned or targeted statically onto neurons of interest. However, these alternatives usually imply constrained sample geometries or are not well-suited for scattering samples.

LFM is an attractive technique for monitoring 3D neural activity with a fast frame
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rate. LF microscopes record the light intensity together with the location and direction of arrival of the rays in a single snapshot. This capability can be achieved with a simple modification of a standard wide-field (WF) microscope: a microlens array is placed at the original imaging plane, and the imaging sensor is moved to the rear focal plane of the microlenses. Several works have reported the use of LFM for monitoring neural activity [1,2,19]. However, the benefits of light-field imaging imply reduced spatial resolution due to the recording of spatial and angular information with a single sensor. Furthermore, LFM also suffers from image degradation due to scattering in brain tissue.

LFM requires fast and robust algorithms to accurately reconstruct 3D images from single LF images. Existing model-based reconstruction methods for LFM offer a degree of robustness when imaging scattering tissue. However, they need high computational resources and introduce reconstruction artifacts, reducing the merit of LFM. Furthermore, new emerging learning-based techniques offer improved quality under specific scenarios but cannot address challenging acquisition conditions when imaging brain tissue, such as a lack of training data or highly scattering samples. Therefore, new computational methods which are faster, more accurate, and more robust are needed.

Model-based reconstruction methods in LFM use simplified frameworks to avoid further increases in computational requirements. Specifically, LFM needs to handle huge 3D images, to perform reconstruction from large LF stacks, and the system is not shift-invariant (it cannot be described with a single convolution). Thus, LFM poses a complex scenario that makes it challenging to use sophisticated methods for reconstruction. Practical reconstruction approaches for LFM must consider computational complexity since time-consuming methods make studying large LF sequences challenging. Existing techniques use modified versions of the Richardson-Lucy (RL) algorithm since it offers a feasible reconstruction method. This work aims to investigate approaches that help manage data dimensionality. In general, we seek efficient methods for the computation of the forward model. Furthermore, we aim to explore perfect (aliasing-free) reconstruction from LF images under ideal settings. A broader goal is to study model-based reconstruction methods under real acquisition conditions such as noise, modelling imperfections, and lack of training data.
Deep-learning methods often challenge model-based methods in terms of performance and speed in many applications. For instance, they have achieved remarkable results in image restoration, super-resolution, inpainting, etc. New deep-learning approaches have recently been proposed for volume reconstruction in LFM. However, in LFM, deep-learning methods usually require idealized settings that can be hard to achieve in many practical situations. For instance, they rely on the availability of huge high-quality datasets to achieve good reconstruction performance and generalization ability. In LFM, it is often impossible to capture huge labelled datasets when imaging neural activity in mammalian brain tissue. The neural activity cannot be captured accurately with current 3D imaging techniques since they are not sufficiently fast. Furthermore, the quality of the captured data is often poor since mammalian brain tissue is highly scattering. Even though training with purely synthetic data may alleviate these issues, it requires very accurate simulations of the system and noise, which is often non-trivial.

We aim to study hybrid approaches combining learning and model-based methods that exploit current knowledge of the forward model and use very small training datasets for reconstruction. The acquisition of small datasets can be performed by exploiting multimodal imaging combining LFM and two-photon microscopy. Two-photon microscopy can be used to acquire structural data offline since this task does not require high acquisition rates. Furthermore, we aim to design the neural network architecture by unfolding sparsity-based reconstruction algorithms. The unfolding technique allows embedding the prior knowledge of the system into the network architecture and better interpretability.

1.2 Original contribution and outline of thesis

The remainder of this thesis is organised as follows:

Chapter 2 reviews basic principles and techniques for imaging neuronal activity in brain tissue. It also describes the idea of light field under three perspectives: ray optics, wave optics, and phase-space optics. Moreover, this chapter explains how the light-field camera and the light-field microscope work under these three perspectives. Finally, it reviews previous work on 3D reconstruction for LFM, providing context for the following chapters.
Chapter 3 studies the discretization and simplification of the forward model. This chapter proposes a framework for discretization based on generalized sampling theory. Unlike standard methods, the proposed approach allows diverse sampling kernels and different sampling rates for the input and output. Furthermore, it shows that the system can be accurately described using filter banks due to the periodic shift-invariance property. In this chapter, we also propose a simplification method that uses SVD to accelerate the computation of the forward model. We show that it is possible to accelerate the computation without impairing the accuracy of the model. Finally, we propose to describe the system using a linear CNN by adapting our filter-bank model. This novel description allows for efficient implementations of the forward model.

Chapter 4 studies model-based reconstruction techniques for 3D imaging in LFM. First, we exploit the shift-invariance assumption to achieve aliasing-free reconstruction under ideal settings. We experimentally show that signals lying in a shift-invariant subspace can be perfectly reconstructed if the sampling rates and sampling kernels are chosen so that the equivalent discrete system is invertible. Furthermore, we study reconstruction approaches under real acquisition conditions. We propose using optimization approaches incorporating additional priors to perform artifact-free 3D reconstruction from real light field images. Due to the simplification of the forward model, our method is faster than conventional approaches used for 3D reconstruction. We experimentally show that our approach performs better than Richardson-Lucy-based strategies in computational time, image quality, and artifact reduction.

Chapter 5 studies learning-based reconstruction for imaging mammalian brain tissues in LFM. This chapter analyses multi-modal imaging modalities combining 2P and LFM to improve reconstruction quality. First, the architecture of our CNN is obtained by unfolding the Iterative Shrinkage and Thresholding Algorithm (ISTA) and is based on the observation that neurons in tissue are sparse. Then, we propose a semi-supervised training based on Generative Adversarial Neural Networks (GANs) that exploits the knowledge of the forward model to achieve remarkable reconstruction quality. Furthermore, we propose efficient descriptions of the imaging system using linear convolutional neural networks that fit the physics of the system. These descriptions allow online computing of the for-
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Chapter 2

Background

2.1 Imaging Neural Activity

IMAGING a large population of neurons in the brain and their electrical activity up to cellular resolution or even sub-cellular resolution is necessary to reveal the functioning mechanism of neural circuits [20]. The observation of this electrical activity is known as functional cellular neuroimaging while observing the morphology or anatomy of neural circuits is called structural imaging. Although there are various viable techniques for functional imaging, such as functional MRI or electrophysiological techniques [21], [20], optical imaging with fluorescent indicators is more attractive owing to the high spatial resolution and non-invasive nature. Optical imaging with fluorescent indicators has, in part, enabled the study of networks of neurons in biological systems [22–24]. However, high-speed 3D functional imaging of a large number of neurons in brain tissue is still challenging for current imaging technology.

Fluorescence is a tool in biological imaging that offers high sensitivity, contrast, and the possibility of obtaining cell type-specific labeling [21]. Typical fluorescent indicators for functional neuroimaging usually respond to changes in membrane potential or detect changes in concentration of calcium ions such as Ca\(^{2+}\) [20]. Although calcium indicators monitor neuronal membrane potential indirectly, they are popular because of their slow transients and high signal amplitude, which makes them easier to detect than membrane potential indicators. However, recent developments show that genetically encoded voltage indicators (GEVIs), which respond to membrane potential changes, also efficiently monitor
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Figure 2.1: The imaging modalities categorized based on the acquisition mode: (a) point, (b) line, (c) plane (light-sheet), and (d) volume (wide-field) illumination. In a sequential acquisition, shown in (a), a focal spot is scanned across one or more dimensions in space to cover the entire volume. Consequently, the location of the signal is determined by the instantaneous position of the excitation beam, and a point detector can be used to collect the emitted fluorescence photons irrespective of the path with which they reach the detector. Such imaging modalities confer robustness to light scattering and are, therefore, well-suited for deep tissue imaging. This comes at the cost of a reduced temporal resolution. In parallel acquisition modes, as shown in (b)-(d), some or all voxels are recorded simultaneously on a camera sensor array, which enables higher volume rates. In particular, light-sheet imaging simultaneously scans the light-sheet excitation plane to quickly build up a volume plane by plane. In this way, it enables the imaging of the whole volume plane by plane. In contrast, light field imaging enables the simultaneous recording of all voxels within a volume. Fluorescence generated throughout the volume is captured through a microlens array to simultaneously encode both the position and angular information. However, unlike point scanning modalities, parallel acquisition modes are inherently vulnerable to scatter-induced crosstalk between neighboring camera pixels. See also [21] for a description of different imaging modalities.

neural activity [25]. Even though approaches, such as detecting sodium or potassium ions, or pH, are possible, they produce signals many orders below the sensitivity required for the study of entire networks of neurons [20].

Calcium indicators can be used with diffraction-limited point scanning techniques and single-pixel detectors to identify the precise location of activity-related signals [20]. In particular, two-photon microscopy is an imaging approach robust to scattering, with a small point spread function, and is well suited for imaging deep in tissue. Even though two-photon microscopy has the potential to facilitate the understanding of neural circuits, it results in a low temporal resolution due to the point scanning nature. In two-photon microscopy, a point-like laser scans the whole volume, and the emitted fluorescence is collected with a point-like detector, as shown in Figure 2.1 (a). Two-photon microscopy
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offers appealing tissue penetration and spatial resolution, but its temporal resolution is ill-suited to capture fast biological dynamics on a large population of neurons.

The study of neural information coding requires high-temporal-resolution imaging methods. In recent years, we have witnessed substantial progress in fluorescence microscopy imaging due to improved fluorescent indicators of neuronal activity and alternative scanning strategies for faster acquisition [21], [20]. For example, scanning with lines or sheets instead of points speeds up the acquisition through spatial parallelization. These scanning schemes are depicted in Figure 2.1 (b) and (c). However, parallel scanning usually implies constrained sample geometries or is not well-suited for scattering samples.

Scanning-based microscopy is proposed as an alternative to scan-less whole-volume microscopy (called wide-field). Wide-field imaging is one of the most basic microscopy techniques. It uses the most efficient illumination scheme, maximizing photon generation rates and imaging speed. However, this speed comes at the cost of increased background interference since out-of-focus light appears in the in-focus image, reducing contrast. Thus, typical wide-field microscopy is unsuitable for efficient imaging of neuron activity. Nevertheless, it is possible to take advantage of the out-of-focus fluorescence and reassign photons to their correct 3D locations computationally, as depicted in Figure 2.1 (d). Light field microscopy (LFM) is a technique that exploits this idea by using a point spread function (PSF) designed to promote diversity between impulse responses located at different depths.

LFM is a wide-field imaging technique that has become an attractive candidate for high-speed 3D bioimaging. In LFM, a microlens array (MLA) is inserted at the native image plane (NIP) of a wide-field microscope to capture a 4D light field (including the 2D lateral position and 2D angular information), as shown in Figure 2.2 (a). The angular information, in turn, relays depth information for volumetric reconstruction. Figure 2.2 (b),(c) and (d) shows how the impulse response changes as the axial position of the light source changes. A more detailed description of this behaviour is given in the following sections. In this way, LFM can capture volumetric information of the scene in a single snapshot, allowing 3D imaging at video frame rates. Various works have explored LFM for imaging neuronal circuits. For instance, whole-brain calcium imaging in small organisms like C. elegans and zebrafish larvae [15], [26], [27] or large-volume functional recording in awake,
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Light field is a function that maps each ray in the space to a non-negative value called radiance. As mentioned by Ren Ng et al. in [30], the modern concept of light field was first introduced by Levoy and Hanrahan [31], and by Gortler et al. [32] in 1996. However, these ideas come from even earlier work. The pioneer was Lippman in 1908 with his contribution to the concept of “Integral Photography”. Even though the light field is traditionally described with ray optics, it can be studied with different level of detail. This section describes the light field from the ray optics, scalar wave optics, and phase-space optics perspectives.

Figure 2.2: An optical diagram of the light field microscope. (b)-(d) The LFM optical path and light field patterns generated by one point source at different depths (i.e., axial positions). A point source below or above the native object plane, as shown in (b) and (d), generates a more complicated intensity pattern than a source in focus, as shown in (c). White lines in the LFM images depict the virtual profile of the microlens in the image space, and each square represents a subimage associated with a specific lenslet. LFM simultaneously captures spatial and angular information, which can be revealed in an epipolar plane image. A deeper source leads to a more tilted line, whose center indicates the lateral position.

behaving mice [2] have been demonstrated. However, a limitation of LFM is the trade-off between spatial and angular resolution, computational complexity, and reconstruction artifacts. Furthermore, deep in the tissue, scattering events may lead to a complete loss of directional information from emitted fluorescence [21].
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(a) Camera-array based light field imaging

(b) An array of multi-view images.

(c) EPIs in $u - s$ and $v - t$ space.

Figure 2.3: Illustration of light field imaging. (a) In a light field system, a light ray that propagates from the scene is uniquely determined by the intersections with two parallel planes, leading to a relative two-plane parametrization of the light field. The $s - t$ plane is usually related to the spatial information of the rays, and the $u - v$ plane encodes the angular information of the rays. A pinhole camera placed in the camera plane captures light rays with directions determined by the image plane inside the camera. The collection of captured images in (b) shows the multi-view images or sub-aperture images obtained when the angles $u - v$ and location $s - t$ change. The variables $s - t$ index the pixel of each sub-aperture image, while $u - v$ index the view angle. (c) A EPI (up) in $u - s$ space for fixed $(v, t)$ and an EPI (right) in $v - t$ space for fixed $(u, s)$. (Images are modified from [28, 29].)

2.2.1 Ray-Optics Perspective

Light field imaging attempts to record the intensity of every light ray from a scene of interest. A simple method to achieve this goal is to place a pinhole camera at every position $(s, t)$ in the camera plane. A pixel $(u, v)$ in the image plane of the pinhole camera indexes the angle of arrival of a light ray, while the camera position $(s, t)$ indexes its spatial location. See Figure 2.3 (a) for clarification. The set of captured images is the observable light field. It can be reordered into a set of sub-aperture images as shown in Figure 2.3 (b) or forming epipolar plane images (EPIs), as in part (c). These concepts are clarified in the following paragraphs.
The light field is a function that maps every ray in the space to a non-negative value (radiance). Using the two-plane parametrization, each ray in the 3D space can be described with four scalars \((s, t, u, v)\). The two-plane parametrization exploits the observation that a ray in space intersects two parallel planes in two points. The four scalars defining the two points of intersection are the parameters that define a ray.

Since the light field maps a light ray to a positive number, it can be represented by a function \(L(s, t, u, v) : \mathbb{R}^4 \to \mathbb{R}^+\). The four scalars \((s, t, u, v)\) uniquely represent a light ray using the two-plane parameterization, as shown in Figure 2.3(a). Several assumptions must hold to make the definition of light field consistent. The light field must be monochromatic to remove the wavelength dependence, the temporal dimension is removed by integration over time, and rays propagate through a vacuum in a space without any external object such that the radiance is constant along the ray. The latter statement is called free-space assumption. Also, diffraction effects should be negligible. An exhaustive explanation of these concepts can be found in [33], [31].

Ideally, the knowledge of the light field allows for finding the location of every light source in the 3D space. For instance, in Figure 2.4 from the intersections defined by \(s_{A1}\) and \(s_{A2}\) with directions defined by \(u_{A1}\) and \(u_{A2}\), it is possible to retrieve the position of the point source \(A\) in the 2D space. Similarly, the point source \(B\) located at a different position emits a different set of rays, say \(s_{B1}\) and \(s_{B2}\) with directions defined by \(u_{B1}\) and \(u_{B2}\). By considering the four coordinates \((s, t, u, v)\) for each ray, one can localize point sources in the 3D space. Therefore, the light field is a tool that can be potentially used for reconstructing 3D scenes.

The light field is inherently redundant. The light field corresponding to the rays
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Figure 2.5: Light field geometry for a point source. This figure shows the geometric relationship satisfied by all the rays coming from a given point source. The two-plane parametrization of the rays shows that the light field of a single point source is nonzero on a 2D plane immersed in the 4D space.

emitted from a single point source in the 3D space is non-zero in a 2D plane immersed in the 4D space. To see this, note that from the diagram shown in Figure 2.5 and using triangle similarities, it can be written that:

\[
\begin{align*}
    u &= \left( \frac{f}{z} \right) s - \frac{x f}{z} \\
    v &= \left( \frac{f}{z} \right) t - \frac{y f}{z},
\end{align*}
\]  

(2.1)

where positions \( u \) and \( v \) are measured with respect to the \( s \) and \( t \) locations, respectively. Measuring the relative positions \( u \) and \( v \) allows a simple interpretation of the light field, which will become clear in the following lines. For a given point source at \((x, y, z)\), the light field \( L(s, t, u, v) \) is nonzero on the 2D plane defined by Equations (2.1), and zero elsewhere. Note that if the parameter \( f \) is known, the slope in Equation (2.1) defines the \( z \)-coordinate of the point source, and the intercepts define the \( x \)-\( y \) location. To distinguish between spatial \((s, t)\) and angular \((u, v)\) coordinates, we can redefine \( u \) and \( v \) as \( u := u/f \) and \( v := v/f \), which are the tangents of the arrival angle and do not depend on the plane separation.

The light field carries spatial and angular information from light. If we compute the light field for fixed angular coordinates \((u, v)\), we obtain an image \( L_{u,v}(s, t) \) containing only spatial information. This image shows a view of the scene (all the rays arrive with the
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same angle) and is known as a sub-aperture image, as shown in Figure 2.3 (b). Similarly, when the coordinates \((s, u)\) are fixed, the obtained image \(L_{s,u}(t, v)\) is named epipolar plane image (EPI) and it is relevant in many applications since it carries depth information of the scene \([34–37]\). See Figure 2.3 (c) for clarification.

Light Field Camera

A light field camera records ray intensities with their spatial location and direction of arrival simultaneously. In contrast, a standard camera records only the intensity and location of the rays reaching the sensor. Thus, a light field camera allows for digital refocusing, for reconstruction of super-resolved images, and also for changing digitally the aperture \([28, 38]\).

Various forms to capture the light field function have been proposed over the years. As mentioned in the previous section, one can use an array with multiple cameras or a moving camera to capture the light field. However, these implementations are impractical and challenging due to synchronization problems. It is more efficient to record the light field with a single device that captures multiple views of the scene in a single snapshot \([39]\) such as the array of mirrors camera \([40]\), the coded aperture imaging technique \([41]\), or the microlens-based camera. The latter is the most widespread light field device since it is very effective and simple to implement. Ren Ng et al. reported the first successful implementation of a modern light field camera using MLAs in \([30]\). Now, this camera design is known as plenoptic 1.0. Later, other designs, such as the plenoptic 2.0 \([42]\), were also proposed.

A microlens-based light field camera is implemented by interposing a MLA between the pixel sensor and the main lens of a standard camera. The distance between the MLA and the sensor is equal to the microlens focal length in the plenoptic 1.0. In the plenoptic 2.0, this distance is not necessarily the focal length. In this work, we focus on the plenoptic 1.0 configuration since it is more common in LFM. Moreover, it has been found that the plenoptic 1.0 creates a more diverse point spread function (PSF) between adjacent points than the plenoptic 2.0 design \([43]\). A diagram of a plenoptic 1.0 camera is depicted in Figure 2.6.

The idea of LF allows a simple interpretation of the behaviour of the microlens-
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Figure 2.6: Light Field Camera Diagram. A microlens-based light field camera is designed by interposing a MLA between the main lens and the image sensor of a standard camera. Each microlens in the camera tells the location of the light ray, while the pixel behind the microlens tells the direction of arrival of the ray. If the main lens and microlenses are matched [30], the image at the image sensor can be interpreted as a sample version of the light field \( L'(s', t', u', v') \).

Based camera. For simplicity, we consider that the microlens plane corresponds to the \( s-t \) plane mentioned in previous section, and the sensor plane corresponds to the \( u-v \) plane. They are re-named \( s' - t' \) and \( u' - v' \), respectively, as shown in Figure 2.6. Similarly, the light field inside the camera is named \( L'(s', t', u', v') \) to distinguish it from the external light field. Suppose each microlens is modelled as a pinhole and each pixel sensor is a point-like detector [28]. In that case, one can find that the indexation of the microlenses tells the location of the ray, while the indexation of the pixels tells the direction of arrival of the ray. Thus, the MLA together with the sensor pixels act as a sampling device of the function \( L'(s', t', u', v') \). For this to hold, we assume that rays from adjacent microlenses do not overlap, which is ensured by matching the main lens and microlenses [30]. For a plenoptic 1.0 configuration, the final output of the camera is defined as follows:

\[
L[m, n, p, q] = L'(mT_s, nT_t, pT_u, qT_v),
\]

(2.2)

where \( T_s \) and \( T_t \) are the horizontal and vertical microlens pitch, which are usually the same \( T_s = T_t = T \), the angular sampling intervals are \( T_u = T_v = T/(Nf_\mu) \), \( T \) is the microlens pitch, \( N \) is the one-dimensional number of pixels under the microlens, and \( f_\mu \) is the microlens focal length. Note that since the raw output of the camera is a 2D image,
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one must first calibrate and reshape the 2D array into a 4D structure to properly recover $L[m, n, p, q]$, as explained in [29].

The internal light field $L'(s', t', u', v')$ is not the same as the external light field $L(s, t, u, v)$ due to the optical system of the camera. This system, usually modelled with a single lens, aims to bring to focus any object of interest but also limits the spatial and angular information of the light field. For simplicity, the internal and external light fields are usually related with a linear transformation as follows:

$$L(s, t, u, v) = L'((s, t, u, v)M), \quad (2.3)$$

where $L(s, t, u, v)$ is the external light field, and the transformation matrix $M$ models both propagation and lens effect [44]. See Figure 2.6.

A single lens cannot describe the optical system of a LF microscope. Unlike a LF camera, a LF microscope uses a 4f-system with a telecentric stop, which differs from the optical system used for cameras (see Appendix A for a description of the 4f-system). A LF microscope is an orthographic system, as explained in [45]. This optical design implies that, under ideal conditions, the internal light field $L'(s', t', u', v')$ only differs from $L(s, t, u, v)$ due to the magnification factor as follows:

$$L(s, t, u, v) = L'(sM, tM, u/M, v/M) \quad (2.4)$$

where $M$ is a scalar representing the magnification factor of the microscope. In this thesis, we are interested in the behaviour of the LF microscope, which is described in more detail in the following sections.

Sampling Pattern and Kernel in microlens-array based devices

In the previous section, each microlens in the array is a pinhole, and each pixel in the sensor is a point-like detector. Under these assumptions, and considering only one spatial and one angular dimension for simplicity, the predicted sampling pattern is a 2D comb function, shown with red dots in Figure 2.7 (a). However, ray optics allows for a more accurate description of the system. Suppose each pixel is rectangular, each microlens is a rectangular thin lens, and that light from adjacent microlenses does not overlap. In
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\[ u \]

\[ T \]

\[ n_f \]

\[ T = T_0 n_f \]

\[ T_2 = T_0 n_f \]

\[ \text{Slope: } \frac{1}{n_f} \]

\[ S \]

\[ \tau = \frac{n_s}{n_f} \]

\[ \tau = \frac{n_s}{n_f} \]

Figure 2.7: Sampling pattern and kernel. The microlens array, followed by propagation and a camera sensor, can be a sampling device for the light field function. In part (a), we show the sampling pattern and kernel of a plenoptic 1.0 configuration. If each microlens is a pinhole and each pixel in the sensor is a point-like detector, the predicted sampling pattern is a 2D comb function shown in (a) with red dots. If each pixel is a rectangular sensor and each microlens is a thin lens. The sampling kernel is a rectangle shown in blue in part (a). In part (b), we show the sampling pattern and kernel of the plenoptic 2.0. Here, the distance between the microlens array and the sensor is not the same as the focal length of the microlenses. Thus the shape of the sampling kernel changes to a sheared rectangle. In this figure, \( n \) is the one-dimensional number of pixels under each microlens, \( T_s = T \) is the microlens pitch, \( f_\mu \) is the microlens focal length and \( b \) is the distance between the microlens array and the sensor.

If rays from adjacent microlenses do not overlap, a microlens array followed by propagation and a camera sensor is a sampling device for the light field function. The geometry of the elements in the arrangement, such as the focal length, the microlens pitch, the sensor pixel pitch, and the separation between the MLA and the sensor, determines the device sampling pattern and sampling kernel. For instance, the plenoptic 1.0 configuration forms a rectangular kernel, and the plenoptic 2.0 yields a rectangle with slanted sides, as shown in Figure 2.7 (b). For more details, see [46].

If rays from adjacent microlenses do not overlap, a microlens array followed by propagation and a camera sensor is a sampling device for the light field function. The geometry of the elements in the arrangement, such as the focal length, the microlens pitch, the sensor pixel pitch, and the separation between the MLA and the sensor, determines the device sampling pattern and sampling kernel. For instance, the plenoptic 1.0 configuration forms a rectangular kernel, and the plenoptic 2.0 yields a rectangle with slanted sides, as shown in Figure 2.7 (b). For more details, see [46].

Also, note that a rectangular packaged MLA and pixels sensor always form a rectangular-like sampling grid. A different MLA and pixel sensor package
can create other sampling patterns. For instance, one can use hexagonal packaged MLAs described in Appendix A. In this thesis, we use a given plenoptic 1.0 LF microscope with a square shaped and square packaged MLA and sensor.

2.2.2 Scalar-Wave-Optics Perspective

The description of light based on the ray model is considered insufficient to describe a microscope since it ignores diffraction, which is a dominant effect on a microscopic scale. Thus, one can study the complex field directly instead of studying the 4D light field mentioned in the previous section. Therefore, microscopes are usually described using scalar or vector wave optics depending on the scenario [47]. Scalar wave optics does not take into account the vector nature of light. It assumes that the electromagnetic field can be described by a single time-dependent scalar field, namely \( u(t) \). Thus, instead of using the vector wave equations for the electric field and magnetic field derived from Maxwell equations [48], it proposes the use of a single scalar wave equation, as follows:

\[
\nabla^2 u - \frac{n^2}{c^2} \frac{\partial^2 u}{\partial t^2} = 0,
\]

where \( n \) is the refractive index, \( c \) is the speed of light and \( u \) is the time-dependent scalar field. The use of a single scalar differential equation is justified by making some assumptions on the surrounding media [48], [49]. In general, the medium needs to be dielectric (real permittivity, normally the case for visible light), it needs to be a linear material (a linear relationship between electric field and displacement field), to be homogeneous (constant permittivity across the region of propagation), to be isotropic (its behavior does not depend on the field polarization), to be non-dispersive (permittivity independent of frequency) and non-magnetic (vacuum permeability).

The Helmholtz equation is an equivalent version of the wave equation (2.5). If we focus on time-harmonic fields, we can assume \( u = \text{Re}\{Ue^{-j\omega t}\} \) in Equation (2.5). This procedure results in the following equation:

\[
(\nabla^2 + k^2)U = 0,
\]

where \( k = \frac{\omega}{c} \) is the wave number.
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Figure 2.8: Light field microscope diagram. A light field microscope captures spatial and angular information from the light by interposing a MLA between the tube lens and the camera sensor. The objective and tube lens form a 4F system that magnifies in the native image plane (NIP) the field at the native object plane (NOP). The shown LF microscope corresponds to the plenoptic 1.0 configuration, where the distance between the MLA and the sensor plane is the focal length of the microlenses. Contrary to the LF camera, the optical system is orthographic by design, and diffraction effects are dominant due to the size of the samples.

where the angular wavenumber is \( k = \frac{n\omega}{c} \), \( c \) is the speed of light in vacuum, and \( n \) is the refractive index of the media. This equality is known as the Helmholtz equation and is a basic equation behind wave optics. Notice that, in general, the Helmholtz equation holds for any scalar field \( u \) with a valid Fourier transform \( U \) since the Helmholtz equation can be derived by taking the Fourier transform in the temporal dimension of both sides of Equation (2.5).

The Helmholtz equation is not used directly to describe optical devices. Instead, various simplifications and more practical concepts are exploited. For instance, Rayleigh-Sommerfeld solution, Fresnel-Kirchoff diffraction, paraxial approximations, or the concept of angular spectrum are used to describe propagation. Furthermore, simple optical devices such as lenses or an array of lenses can be defined conveniently with a complex function named transmittance. See Appendix (A) for a more precise description of these approximations. Altogether, these concepts allow describing complex devices such as microscopes, as explained in the following paragraphs.
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Light field microscope

Optical configurations designed for LF photography can be adapted to microscopy. In [45], Levoy et al. first proposed this idea by implementing the plenoptic 1.0 configuration in a standard microscope: A MLA is placed at the native imaging plane of the 4F system with a camera placed at the back focal plane of the MLA, as shown in Figure 2.8.

Wave optics accurately describes the functioning of a LF microscope. Specifically, the system behaviour can be divided into four processes: initial propagation from the source location to the native image plane (NIP), modulation due to the MLA, propagation to the image sensor plane, and discretization due to the sensor pixels. See the complete optical path in Figure 2.8.

The initial propagation from the source location to the NIP is greatly affected by diffraction. The light field just after the tube lens can be approximated from the far field of a point source (dipole) as follows [48,50]:

$$U(P_1) = P(P_1) \frac{\exp(jkf)}{f},$$

(2.7)

where $P(P_1)$ is called apodization function, $P_1$ is a point of interest, and $f$ is the focal length of the lens. The apodization function is introduced to model the field distribution on the spherical wavefront just after the lens. It also models the finite extent of the device, which, together with the sample sizes, greatly contributes to observing diffraction effects. Then, the field at the NIP can be found using the first Rayleigh-Sommerfeld solution (Appendix 2 explains the first and second Rayleigh-Sommerfeld solutions). The first Rayleigh-Sommerfeld solution leads directly to the desired field since the field in the boundary is known. Note that the surface causing diffraction is a lens and the field in the boundary is the field measured just after the lens, shown in Equation 2.7. The resulting integral is simplified assuming a circular lens and using the Debye approximations leading to the Debye integral, as mentioned in [50], [51]. Finally, considering that the 4f system magnifies in the NIP the field at the NOP by a factor $M$, the field at the native image plane at a point $x = (x_1, x_2)$, due to a source located at $p = (p_1, p_2, p_3)$ can be written as:

$$U_i(x, p) \propto \int_0^\alpha \exp(jkp_3 \cos(\theta)) P(\theta)J_0(kr \sin(\theta)) \sin(\theta) d\theta,$$

(2.8)
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(a) PSF at depth of 5 µm.

(b) PSF at depth of 10 µm.

Figure 2.9: Simulated light field for ideal point sources located at two different depths. The observed pattern becomes wider as the point source moves away from the native object plane. LFM exploits the diversity of the observed pattern to reconstruct points at different 3D locations from a single 2D image. The square grid shown in white represents the MLA.

where 

\[ P(\theta) = \sqrt{\cos(\theta)}, \quad r = \sqrt{(x_1/M - p_1)^2 + (x_2/M - p_2)^2}, \quad k = \frac{2\pi}{\lambda} \text{ and } \alpha = \sin^{-1}\left(\frac{NA}{n}\right). \]

Here, the function \( P(\theta) \) is the apodization, \( N \) is the numerical aperture, \( n \) is the refractive index, \( \lambda \) is the wavelength, and \( M \) is the microscope magnification. Notice that this is a proportional relationship because any constant factor can be safely ignored in the image formation process.

The next step is multiplying the complex field \( U_i(x, p) \) by the transmittance \( \Phi(x) \) of the rectangular MLA and propagating the field to the sensor. The propagation is a linear shift-invariant process with transfer function \( G(k_x, k_y) \) (see Appendix A for more details on the propagation transfer function and lens transmittance). Therefore, the field at the image sensor plane can be written as follows:

\[
U_f(x, p) = \mathcal{F}^{-1}\{\mathcal{F}\{U_i(x, p)\Phi(x)\}G(k_x, k_y)\}, \tag{2.9}
\]

where \( \mathcal{F} \) is the Fourier transform. Finally, the camera sensor captures the light intensity, which is the magnitude square of the field in Equation (2.9). This intensity is named \( h(x, p) \) and is computed as follows:

\[
h(x, p) = |U_f(x, p)|^2, \tag{2.10}
\]
where the function $h(x, p)$ is also the impulse response of the continuous system describing the microscope. The output of this continuous system still needs to be discretized by the pixels in the image sensor to obtain the observed light field image. Thus, the final step is modelled as a convolution with a square kernel $k(x)$ describing the pixel shape, followed by sampling with sampling interval $\Delta x$ equal to the microlens pitch.

In this work, we consider that there is no coherent interference when light from two emitters interacts. The complex field from two different sources cannot be linearly combined. However, we can safely assume that the map from the source distribution to the light intensity measured in the sensor is linear [51]. Therefore, the LF microscope can be entirely characterized by its impulse response. In Figure 2.9, we show the simulated impulse response of the LF microscope corresponding to two different locations of the input. In a real scenario, additional factors, like occlusion or non-constant refractive indexes, could make the system nonlinear. However, we found that nonlinear effects can be safely ignored for the applications discussed in this work.

2.2.3 Phase-Space-Optics Perspective

Phase-space optics allows combining wave and ray optics description of the light field into a single concept. The phase-space analysis is interesting from a theoretical point of view since it gives a justification to apply ideas from ray optics to wave phenomena. Even though the ray optics and wave optics perspectives are enough to follow the remaining of this thesis, we show these ideas for completeness.

Phase-space optics refers to the study of optical signals as a function of both the space and the spatial frequency. In optics, the spatial frequency of the signal also carries information about the direction of propagation of the wave. Thus, phase-space optics is useful for simultaneously analyzing spatial and angular information in optical phenomena [52]. This section focuses on studying LF systems using the Wigner distribution function.

**Wigner distribution function**

The Wigner distribution function (WDF) is a transformation that allows studying a field as a function of the space and its Fourier conjugate variable simultaneously. The WDF of any complex scalar field $U_1(x, y)$ measured on an x-y plane is defined as follows:
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\[ W_{U_1}(x, y, f_x, f_y) = \int \int U_1(x + \frac{x'}{2}, y + \frac{y'}{2}) U_1^*(x - \frac{x'}{2}, y - \frac{y'}{2}) e^{-j2\pi(f_xx' + f_yy')} dx' dy'. \]  (2.11)

The definition of WDF shown in Equation (2.11) requires the use of coherent fields, but the concept of WDF can be extended to partially coherent fields using a stochastic description \[53\]. As mentioned in Section 2.2.2, the field from two different sources is assumed to be incoherent in this work. However, the field from a single point source is coherent with itself. Therefore, the transformation shown in Equation (2.11) is still valid in LFM.

In signal processing, the short-time Fourier transform (STFT) is a well-known transformation used to study a function with respect to the original dimension and its Fourier conjugate simultaneously. Interestingly, the WDF can be related to the STFT \[54\]. The definition of the STFT of \( U_1(x, y) \) is:

\[ STFT\{U_1\}(x, y, f_x, f_y) = \int \int U_1(x', y') a(x' - x, y' - y) e^{-j2\pi(f_xx' + f_yy')} dx' dy', \]  (2.12)

where \( a(x, y) \) is a sliding window. The magnitude square of the STFT (the spectrogram) is related to the WDF by a convolution operation as follows:

\[ |STFT\{U_1\}(x, y, f_x, f_y)|^2 = W_{U_1}(x, y, f_x, f_y) * W_a(x, y, f_x, f_y), \]  (2.13)

where \( W_a(\cdot) \) is the Wigner distribution of the sliding window \( a(x, y) \) in Equation (2.12).

Even though the STFT is more common in signal processing, the WDF has more appealing characteristics in optics. For instance, many typical operations in wave optics involving integrals, like propagation or multiplication by transmittances like lens modulation, can be reduced to simple shearing of the WDF \[55\]. Various useful WDF properties are listed in \[56\]. In addition, integrating the WDF along the frequency axis gives the intensity of the field at the depth the WDF was measured, while the integration along the spatial axis gives the power spectrum for that depth \[56\], \[55\]. Moreover, the WDF of a point source is a 2D plane immersed in the 4D space, like the light field of a point source \[52\]. Therefore, the WDF can be interpreted as an extension of the concept of light field used in ray optics.
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\[ u_s T_{\sigma} \cdots T_{\sigma} = T_{\sigma} n_{\phi} \]

Figure 2.10: Sampling kernel predicted by phase-space optics. Part (a) shows the sampling kernel predicted for rectangular shaped-microlenses and rectangular-shaped pixels using phase-space optics. Ray optics uses a simplified model that predicts a rectangular-shaped kernel shown in blue in (b), which approximates the kernel in part (a). The sampling pattern predicted by phase-space and ray optics coincide and is shown with red dots in part (b). The shown figures correspond to a plenoptic 1.0 configuration.

Capturing the Wigner distribution function

The use of the WDF as a tool to describe a LF camera was proposed by Levoy et al. in [57]. Since the WDF is a generalization of the concept of light field, it allows a simple description of a light field camera or microscope. By following an analysis similar to [57], and using the WDF properties described in [55], it is possible to show that the relationship between the WDF at the native image plane \( W_{U_i}(s, t, u, v) \) and the field captured at the sensor plane \( L[m, n, p, q] \) is defined as follows:

\[
L[m, n, p, q] = L(mT_s, nT_t, pT_u, qT_v), \tag{2.14}
\]

where \( L(s, t, u, v) = W_{U_i}(s, t, u, v) \ast K(s, t, u, v) \), \( \ast \) means convolution, the spatial sampling intervals are \( T_s = T_t = T \), \( T \) is the microlens pitch, and the angular sampling intervals \( T_u \) and \( T_v \) are related to the pixel pitch as follows: \( T_u = T_v = \frac{T}{N_{\lambda f_{\mu}}} \), where \( \lambda \) is the wavelength, \( f_{\mu} \) is the microlens focal length and \( N \) is the one-dimensional number of pixels under each microlens. The 4D discrete signal, \( L[m, n, p, q] \), is just a rearrangement of the pixels of the 2D image capture at the sensor, as mentioned in Section (2.2.1). For Equation (2.14) to hold, it is necessary that images behind each microlens do not overlap, which is ensured.
Figure 2.11: Block diagram of a LF microscope based on the WDF. The LFM system can be interpreted as a LF microscope followed by a 4D WDF sampling device. Thus, the properties of the WDF can be exploited for the reconstruction of 3D images. This observation was exploited by Levoy et al in [45].

if the microlens and objective numerical apertures are matched by design [30], [45]. Due to matched numerical apertures, it also holds that \( T_u = T_v = \frac{2NA}{M\lambda N} \), where \( NA \) is the numerical aperture of the microscope and \( M \) is the magnification factor. Equation (2.14) is derived for a plenoptic 1.0 LF microscope with squared grid MLA and sensor. The function \( K(s, t, u, v) \) is a kernel defined by the MLA and the sensor grid. If the shape of each microlens and pixel sensor is known, the kernel \( K(s, t, u, v) \) is computed as follows:

\[
K(s, t, u, v) = W_T(-s, -t, u, v) \ast P(u, v),
\]

where the function \( W_T(\cdot) \) is the WDF of the pupil function \( T(x, y) \), which is an indicator function that is one inside the microlens and zero elsewhere, and the function \( P(u, v) \) is an indicator function for the pixels in the camera sensor. Note that the 4D kernel \( K(s, t, u, v) \) does not depend on the microlens focal length but on the shape of the microlens \( T(x, y) \) and pixels \( P(u, v) \) due to the plenoptic 1.0 configuration. See the complete derivation in Appendix (A).

The MLA followed by propagation, and a camera sensor, can be interpreted as a sampling device of the 4D continuous WDF. For this to hold, light from adjacent microlenses must not overlap. As mentioned in Section 2.2.1 the geometry and optical parameters of the configuration determine the shape of the kernel and sampling pattern. For instance, the sampling kernel for rectangular microlens and rectangular sensor pixels is depicted in Figure 2.10 (a). Observe that the shown kernel is a more accurate description.
of the sampling kernel predicted using ray optics in Section 2.2.1 and again depicted in Figure 2.10 (b). Specifically, the sampling kernel shown in Figure 2.10 (a) corresponds to the rectangular kernel shown in blue in part (b). The predicted sampling grid still coincides with the one predicted by ray optics, and it is shown with red dots in Figure 2.10 (b).

The system that goes from the point source to just before the MLA is a wide-field (WF) microscope. Therefore, a light field microscope can be modelled as a standard microscope followed by a WDF sampling device. See Figure 2.11. This observation was used by Levoy et al in [45]. They propose to use the properties of the WDF for reconstruction: A single slice of a focal stack is obtained by summation of $L[m, n, p, q]$ along the frequency dimensions. Then, $L[m, n, p, q]$ is sheared so that the WDF is focused at a different depth. This process is performed repeatedly (in the Fourier domain) to obtain a blurred focal stack, which is finally deconvolved using a standard 3D deconvolution approach.

Although the phase-space formulation is conceptually interesting, this description has hardly been exploited for reconstructing high-resolution 3D volumes [58]. A reconstruction based on the phase-space description would need to manipulate high-resolution 4D WDF, which implies the need for high computational resources.

2.3 Computational methods for 3D volume reconstruction from LFM Data

LFM is a technique that relies on computational approaches to perform the reconstruction of 3D volumes. Computational methods in LFM differ from those in photography because they must consider wave optics to describe the system accurately. In contrast, the ray-optics model is usually accurate enough in photography.

Reconstruction approaches for LFM are based on both deep learning and model-based strategies. Deep-learning methods for LFM are faster and perform better than classic model-based approaches if they are evaluated in controlled scenarios, e.g., huge training datasets, low background noise, non-scattering media, and transparent samples. On the other hand, model-based approaches are more robust than learning methods and helpful in adverse conditions, as shown in works studying neuronal imaging in mammalian brain tissue [59], [60].
2.3 Computational methods for 3D volume reconstruction from LFM Data

2.3.1 Model-based methods

Early work in LFM exploit refocusing or the Richardson-Lucy (RL) algorithm for reconstruction. As mentioned in Section 2.2.3, Levoy et al. first introduced an algorithm that follows two steps [45]. It refocuses the light field to obtain a raw volume or focal stack, then sharpens the stack using 3D deconvolution. Even though this method is fast, the reconstruction has limited quality, and the microlens pitch size determines the lateral resolution of the reconstructed volume. Specifically, the lateral resolution is always the same as the sampling interval of the light field function, which is restricted by the existing trade-off between spatial and angular sampling of the light field [45]. In LFM, a single camera sensor and a MLA are used to capture both the position and direction of the light rays or, equivalently, both spatial and angular information of the light field. This optical arrangement imposes physical limitations on the sampling rates of the light field function: the spatial sampling interval is proportional to the microlens pitch, whereas the angular sampling interval is inversely proportional to the number of pixels under each microlens [45]. Thus, if the light field function is sampled with a high spatial sampling density, it is necessarily sampled with a low angular sampling density and vice versa.

Later, Broxton et al. [51] proposed computing the measurement matrix of the system by using a wave-optics model. This model is used to pose a linear inverse problem solved using the RL algorithm [51]. This method achieves better performance than the refocusing approach in terms of quality. Furthermore, the resolution of the reconstructed volume is not limited by the microlens pitch. However, this strategy is computationally demanding and suffers from square-like artifacts at specific depths.

Currently, model-based reconstruction approaches rely mainly on a RL strategy. In [19], Prevedel et al. proposed a RL-like algorithm called Iterative Image Space Reconstruction Algorithm (ISRA) [61]. When applied to time series extraction from neuronal cells expressing fluorescent activity reporters, Nöbauer et al. [2] included a reconstruction step using total variation and sparse priors using a modified version of ISRA. More recently, Lu et al. [58] proposed a Phase-Space deconvolution method that avoids reconstruction artifacts by first upscaling the light field image and then using ISRA for each light field view. Stefanoiu et al. [62] proposed an approach that includes a filtering step to remove artifacts.
after each RL iteration.

2.3.2 Learning-based methods

Apart from model-based methods, various approaches that exploit deep learning for reconstruction have been proposed recently. In [63], Wang, et al. describe the first approach that uses an end-to-end convolutional neural network (CNN) for reconstruction. The VCD-Net network is a 2D U-Net trained using synthetic LF data and 3D images obtained with confocal microscopy as labels. The VCD-Net is tested on real LF data by imaging neuron activity in C. elegans and blood flow in the heart of zebrafish larvae.

Later, a technique that uses a mixed reconstruction approach was proposed by Li et al. in [64]. The network named deepLFM is designed to enhance the reconstruction obtained after a few RL iterations on LF images. DeepLFM is a 3D U-Net trained and tested using labels obtained by 3D imaging K562 cells with confocal fluorescence microscopy. Then, Page et al. proposed 3D reconstruction from LF images using a network based on a 2D U-net named LFMNet [43]. LFMNet is trained on real LF data and 3D stacks obtained via confocal microscopy. The training data is obtained after imaging brain slices with fluorescently labeled blood vessels.

Finally, a convolutional neural network (CNN) named HyLFM that can be retrained to refine the 3D reconstruction with the aid of an additional single plane selective-plane illumination microscopy (SPIM) image has been proposed in [65]. HyLFM is trained on real LF images and SPIM stacks as labels. HyLFM is specifically tested to image medaka heart dynamics and zebrafish neuronal activity.
Chapter 3

Shift-Invariant-Subspace Discretization and Model Simplification

The conventional reconstruction methods used for LFM require long computational times, which clashes with the goal of LFM to analyze time series of volumetric simples or to study fast biological dynamics of specimens in-vivo. Time constraint limits the complexity of the reconstruction algorithm for many time-sensitive applications. Therefore, this chapter studies model simplification methods that accelerates the computation of the forward model.

We propose a generalized discretization framework based on shift-invariant subspace modelling for LFM. Unlike the discretization approach used in conventional reconstruction methods, our framework allows diverse sampling densities and template functions. The canonical discretization approach is a particular case of our framework.

The LFM system is modelled using filter banks, and the corresponding forward model is simplified using singular value decomposition (SVD). Our approach allows faster computation compared to conventional modelling. Furthermore, our model can be conveniently implemented using a linear convolutional neural network (CNN).
3.1 Forward Model Analysis

As mention in Chapter 2, a light-field microscope can be described as an operator that transforms a 3D scalar field into a 2D discrete image called a “light field”, as in [51]. For simplicity, we ignore one lateral dimension and assume unit magnification since extending the analysis to the original problem is straightforward. Under these assumptions, a monochromatic light-field microscope can be modelled as an operator $H_d$ that transforms an intensity distribution $f(x, z)$ defined for any lateral and axial coordinates $x, z$ into a pixel value $g[k]$ for any index $k$ as follows:

$$g[k] = H_d\{f(x, z)\}.$$  \hfill (3.1)

The functions $f(\cdot, \cdot) \in L^2 : \mathbb{R}^2 \mapsto \mathbb{R}^+$ and $g[\cdot] \in \ell^2 : \mathbb{Z} \mapsto \mathbb{R}^+$ represent the volumetric input and the light field, respectively. To characterize the light-field microscope $H_d$, we divide it into a cascade of two blocks, as shown in Figure 3.1(a). The first block describes a continuous ideal microscope $H$ that is usually described using wave optics. The second block represents a discretization process of the light field. This process is performed intrinsically by the pixels in the image sensor, and it can be modelled by a convolution followed by sampling.

For fluorescent microscopy imaging, it is realistic to assume that light emitted from two different sources is incoherent and that effects of occlusion or non-constant refractive indexes can be safely omitted. Based on these assumptions, the operator $H$ that maps the volumetric input to the output light intensity (magnitude square of the complex field) is linear. Hence, for a volumetric input $f(p)$, the intensity $g(x)$ observed before sampling at the image sensor can be described with a superposition integral as follows:

$$g(x) = \int h(x, p)f(p)dp,$$  \hfill (3.2)

where the function $h(x, p)$ is the impulse response of the system $H$, or, equivalently, the light intensity at the output when the input is a point source located at $p = (x_p, z_p) \in \mathbb{R}^2$.

In this thesis, we assume that $h(x, p)$ is computed using the optical analysis first proposed by Broxton et al. [51]. Thus, the impulse response $h(x, p)$ is described by in-
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Figure 3.1: Description of a light-field system. (a) Basic block diagram of a light-field microscope $H_d$. The system is composed of a continuous ideal microscope $H$ followed by a discretization step represented by a convolution with kernel $d(x)$ followed by sampling. (b) Conventional discretization approach and optical diagram. The conventional approach computes the impulse response for different input locations, which leads to a block-circulant-like matrix for each $z$-location. The upsampling factor $s$ and the number of pixels under each microlens $N$ define the block sizes of $H$.

dependently studying three parts of the system: (a) propagation from the source to the microlens array, (b) modulation due to the microlenses, and (c) propagation from the microlens array to the image sensor plane. As mentioned in Chapter 2, an additional process must model the light-field discretization performed by the image sensor. This process is a convolution with a kernel $d(x)$ followed by sampling. The final output of the system is a discrete image $g[k]:$

$$g[k] = g_d(k\Delta x), \quad (3.3)$$

where $g_d(x) = g(x) \ast d(x)$, and $\Delta x$ is the sampling interval. In many practical cases, it holds that $\Delta x = T/N$, where $T$ is the microlens pitch and $N$ is the number of pixels under each microlens. See Figure 3.1 (b).

As explained in [51], the system $H$ is not shift-invariant. However, it satisfies an important property: periodic shift-invariance. Namely, ignoring the finite extent of the device, for any $x, z \in \mathbb{R}$, if the input is shifted by multiples of $T$ along the lateral axis,
then the output is also shifted by multiples of $T$. Hence, the following relationship holds:

$$g(x-nT) = \mathcal{H}\{f(x-nT, z)\}, \forall n.$$  

(3.4)

This means that for any depth $z$, this equation describes a periodically shift-invariant behaviour. An equivalent form to characterize this property is to state that the impulse response $h(x, x_p, z_p)$ of the system $\mathcal{H}$ is periodic:

$$h(x, x_p, z_p) = h(x - T, x_p - T, z_p),$$

(3.5)

where $x_p, y_p$ and $z_p$ are the 3D coordinates of the input point source. Finally, the entire system is discretized such that the inversion can be computed numerically. In [51], a standard discretization approach was proposed: first, a Dirac delta is shifted laterally and axially; then, each shifted Dirac is used individually as an input to compute the corresponding impulse response, which is then stored in a matrix. The shifts of the Dirac delta are defined by an axial sampling interval $\Delta z$ and a lateral sampling interval $T_s$, where the integer $s$ is the upsampling factor, as shown in Figure 3.1(b). Since the system is not shift-invariant, multiple impulse responses for different positions must be stored. The final discrete system can be described by:

$$g = Hf,$$

(3.6)

where matrix $H \in \mathbb{R}^{m \times n}$ maps a vectorized volume $f \in \mathbb{R}^n$ into a light field $g \in \mathbb{R}^m$. The number $n$ of voxels of the volume is usually much larger than the number $m$ of pixels of the light field.

In [51], the inverse problem derived from Equation (3.6) is solved using RL. Since property (3.4) leads to matrix $H$ that is block-circulant for each $z$ position, it is feasible to solve the problem by using RL [51]. However, this can be highly computationally demanding. Furthermore, the recovered volume suffers from artifacts near the native object plane (NOP): the plane where a point source is in focus at the microlens array, as described in [51] (conventionally, the plane $z = 0$).
Figure 3.2: Discretization of the light-field system using shift-invariant subspaces. We show the discretization of a volume \( f \). If \( f \) belongs to the shift-invariant subspace defined by template function \( \varphi(x, z) \), the discretization can be inverted after filtering with \( \varphi(x, z) \), as shown in the block diagram on the top of the figure. This allows performing a non-standard discretization that generalizes the conventional discretization method in LFM, as indicated on the bottom of the figure. Notice that the input discretization depends on the sampling density and template function \( \varphi(x, z) \), while the output is discretized intrinsically by the device depending on the physics of the pixel sensors. In our example we show three possible choices for the input filters (Haar, Linear Spline and Dirac delta).

### 3.1.1 A general discretization framework

As mentioned previously, the standard approach presented in [51] discretizes the system by computing the impulse response for different input positions. However, a more general strategy is to discretize both the input and output using the assumption that the volume \( f(x, z) \) belongs to a shift-invariant subspace (SIS) defined by a template function \( \varphi(x, z) \), which was proposed in [66] for convolution operators in digital holography. If a function \( f(x, z) \) belongs to a SIS \( V_\varphi \) generated by \( \varphi(x, z) \), it can be written as follows:

\[
f(x, z) = \sum_k \sum_l f_{k,l} \varphi\left(\frac{x}{\Delta x_1} - k, \frac{z}{\Delta z} - l\right),
\]  

(3.7)
where \( f_{k,l} = \langle f(x, z), \tilde{\varphi}(\frac{x}{\Delta x_1} - k, \frac{z}{\Delta z} - l) \rangle \) and \( \tilde{\varphi}(x, z) \) is the dual basis of \( \varphi(x, z) \). As shown in Figure 3.2 (top), the relationship shown in Equation (3.7) can be represented with a simple pipeline: convolution, sampling, convolution. Note that any input \( f(x, z) \) belonging to the subspace \( V_\varphi \) can be perfectly reconstructed from its samples \( f_{k,l} \). Furthermore, the samples \( f_{k,l} \) can be computed by filtering \( f(x, z) \) with \( \tilde{\varphi}(x, z) \) and then sampling with sampling interval \( \Delta x_1, \Delta z \). This idea is exemplified in Figure 3.2 (top) by using three types of filters: a Haar, a linear spline and a Dirac delta.

If \( f(x, z) \) is the input to the light-field microscope, the model in Equation (3.7) suggests an alternative discretization process illustrated in Figure 3.2 (bottom). The input is sampled using the template function \( \varphi(x, z) \) with sampling intervals \( \Delta x_1, \Delta z \). The output is sampled using the template function \( d(x) \) with a sampling interval \( \Delta x_2 \). Notice that the sampling of the output is performed intrinsically by the light-field microscope, whereas the sampling of the input depends on how \( f(x, z) \) is modelled. For example, if we assume \( f(x, z) \) is a bandlimited signal, \( \varphi(x, z) \) is the sinc function. If we assume \( f(x, z) \) is a uniform spline, then \( \varphi(x, z) \) is a spline. In contrast, \( d(x) \) is usually a fixed box function (Haar filter) that models the effect of each pixel in the camera sensor [61]. Since the filter \( d(x) \) should have support equal to the pixel size to simulate the effect of the pixel, a box function is usually enough to model the system properly. See Figure 3.2.

The discretization process leads to a new system defined by the impulse response \( h_\varphi(x, x_p, z_p) \). This system is equivalent to a cascade of three systems, (a) a 2D convolution with kernel \( \varphi(x, z) \), (b) the system \( \mathcal{H} \), and (c) a 1D convolution with kernel \( d(x) \). See Figure 3.2 (b) for clarification. Therefore, by construction, periodicity still holds for the impulse response \( h_\varphi(x, x_p, z_p) \):

\[
h_\varphi(x, x_p, z_p) = h_\varphi(x - T, x_p - T, z_p).
\]

(3.8)

The corresponding discretized impulse response can be found from the impulse response \( h_\varphi(x, x_p, z_p) \) by sampling it along each dimension. Therefore, the discrete system is defined by:

\[
h_\varphi[k, k_p, l_p] = h_\varphi(k \Delta x_2, k_p \Delta x_1, l_p \Delta z).
\]

(3.9)
Furthermore, using Equation (3.8) and Equation (3.9) it is possible to show that a periodicity property also holds for the discrete impulse response $h_{\varphi}[:]:$

$$h_{\varphi}[k, k_p, l_p] = h_{\varphi}[k - rq, k_p - ts, l_p], \quad (3.10)$$

where we assumed that integers $q$, $r$, $s$ and $t$ exist such that $\frac{\Delta x_1}{T} = \frac{q}{s}$ and $\frac{\Delta x_2}{T} = \frac{t}{r}$ and where both fractions are irreducible. To see this, note that from Equation (3.8), it always holds that:

$$h_{\varphi}(x, x_p, z_p) = h_{\varphi}(x - aT, x_p - aT, z_p), \quad (3.11)$$

where $a$ can be any integer. Then, using Equation (3.9), we can write the following equivalence:

$$h_{\varphi}[k, k_p, l_p] = h_{\varphi}(k \Delta x_2, k_p \Delta x_1, l_p \Delta z) = h_{\varphi}((k - a \frac{T}{\Delta x_2}) \Delta x_2, (k_p - a \frac{T}{\Delta x_1}) \Delta x_1, l_p \Delta z). \quad (3.12)$$

Finally, Equation (3.10) is found by choosing $a = tq$, and using the assumption that $\frac{\Delta x_1}{T} = \frac{q}{s}$ and $\frac{\Delta x_2}{T} = \frac{t}{r}$.

The conventional discretization procedure can be understood as a particular case of this more general framework. Note that if we allow $\varphi(x, z)$ to be a Dirac delta, $q = 1$ and $t = 1$, our framework reduces to the standard discretization approach. In this case, $s$ is the upsampling factor, $r$ is the number of pixels under each microlens $N$, and $h_{\varphi}[k, k_p, l_p]$ is the standard discrete impulse response, as described in [51].

### 3.1.2 Filter-Bank Description and Model Simplification

Equation (3.10) indicates that periodically-shift invariance holds for each depth of the discrete system. Therefore, the measurement matrix $H$ derived from the discretized impulse response $h_{\varphi}[k, k_p, l_p]$ can be written as

$$H = \sum_{i=1}^{D} H_i S_i, \quad (3.13)$$

where $S_i$ is an auxiliary matrix that selects the depth $l_p = i$ from the discrete volumetric input, $D$ is the number of depths, and each matrix $H_i$ follows a block-circulant structure due to Equation (3.10). Furthermore, as depicted in Figure 3.3, the periodic shift-invariant
property allows each $H_i$ to be represented as a filter bank that performs a set of convolutions with the input. This accelerates the computation of the forward model. Assuming that each $H_i$ is full rank, $2 \times ts \times D$ convolutions are needed to describe the whole $H$. This is because the number of branches needed to represent each $H_i$ equals $ts$, and 2 convolutions are required for each branch, as shown in Figure 3.3 (b). However, these computational requirements may be excessive in practice since the number $ts$ of branches can be very high.

To mitigate this issue, we propose a simplification of the forward model. The computation can be accelerated by reducing the number of branches of each filter bank to $F$ by optimally choosing the corresponding filters. First, we analyze the case $F = 1$, and then we generalize for arbitrary $F$. Thus, to approximate each $H_i$ using a filter bank with a single branch, we state the following optimization problem:

$$
\min_{c,v} \|H_i - CU_{rq}D_{ts}V^T\|^2_2, \quad (3.14)
$$

where the matrix $D_{ts}$ is a downsampling matrix of factor $ts$ and the matrix $U_{rq}$ models upsampling by $rq$. The matrix $V$ is circulant, and it is completely defined by one column $v$, which corresponds to the input filter of the filter bank. Similarly, the matrix $C$ is circulant, and one column $c$ corresponds to the output filter of the filter bank. The proper selection of $c$ and $v$ will allow the best approximation of $H_i$ in the least square sense. The norm used here is the Frobenius norm.

To solve this problem, we limit the analysis to $v$ with compact support $ts$. Since both $H_i$ and $CU_{rq}D_{ts}V^T$ have a similar structure, they can be expressed as follows:

$$
H_i = (\ldots \hat{B}_H, B_H, \tilde{B}_H\ldots), \quad (3.15)
$$

and

$$
CU_{rq}D_{ts}V^T = (\ldots \hat{B}_{CV}, B_{CV}, \tilde{B}_{CV}\ldots). \quad (3.16)
$$

The notation $\hat{B}_H$ means that each column of $B_H$ is shifted upward by $rq$ elements. Similarly, $\tilde{B}_H$ indicates a downward shift by $rq$ elements. Similar notations apply to $B_{CV}$. See Figure 3.1 (b) and Figure 3.3 (a) for clarification. Hence, using Equation (3.15) and (3.16),
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Figure 3.3: Filter Bank Representation. In (a), a block diagram of light-field microscope is depicted. For each depth $i$, the linear system $S_i$ performs a slicing operation which chooses the respective $i$-th slice of the volume $f_i[k] = f[k, i]$. Then, each slice is passed through a filter bank to obtain a light field $g_i[k]$ per depth $i$. Finally, the light field $g[k]$ is the summation of all $g_i[k]$. (b) For each depth, the filter bank can be approximated by reducing the number of branches of the filter bank from $ts$ to $F$. The sampling filter $v_m[k]$ defines the circulant matrix $V_m$ and the filter $c_m[k] = \sigma_m u_m[k]$ defines the circulant matrix $C_m$. Filters $v_m[k]$, $u_m[k]$ are the left and right singular vectors and coefficients $\sigma_m$ are the singular values coming from a singular value decomposition. Notice that when $F = ts$, the approximation becomes equality.

Expression (3.14) reduces to the minimization of $\|B_H - B_{CV}\|_2^2$. Based on the compact support assumption for $v$, it holds that $B_{CV} = cv^T$. Therefore, $c$ and $v$ should be chosen such that:

$$\min_{c,v} \|B_H - cv^T\|_2^2. \quad (3.17)$$

This minimization is a rank-1 approximation easily solved by using the SVD of $B_H$.

More importantly, computing the approximated forward model $CU_{rq} D_{ts} V^T$ involves only two convolutions, implying much less computational complexity than computing the whole model.
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As a generalization to the above rank-1 (very coarse) approximation of $\mathbf{H}_i$ by solving problem (3.14), the following rank-$F$ approximation that keeps the largest $F$ singular values of $\mathbf{B}_H$ is proposed:

$$
\mathbf{H}_i \approx \sum_{m=1}^{F} \mathbf{C}_m \mathbf{U}_{rq} \mathbf{D}_t \mathbf{V}^T_m.
$$

For each matrix $\mathbf{V}_m$, the respective $\mathbf{v}_m$ is a right singular vector of $\mathbf{B}_H$ and the $\mathbf{c}_m$ of $\mathbf{C}_m$ is a left singular vector $\mathbf{u}_m$ multiplied by the respective singular value $\sigma_m$: $\mathbf{c}_m = \sigma_m \mathbf{u}_m$.

Notice that, since this approximation comes from an SVD, the summation progressively improves the approximation of the matrix $\mathbf{H}_i$. In particular, when $F$ equals $ts$, the approximation turns into an equality. We also note that Equation (3.18) can be interpreted as a filter bank with $F$ branches. Thus, for each depth, the approximation of $\mathbf{H}_i$ with $F$ terms reduces the number of branches of the filter bank from a maximum of $ts$ to $F$ (see Figure 3.3).

Finally, given a volumetric input with an arbitrary number of depths $D$, the rank-$F$ approximation strategy can be applied to approximate each matrix $\mathbf{H}_i$ for each depth $i$ independently.

3.1.3 Experiments and Results

For these experiments, the input sampling intervals are set as $\Delta x_1 = T/N_1$ for both lateral axes and $\Delta z = T$, while the output sampling intervals are set to $\Delta x_2 = T/N_2$ for both lateral axes, where $N_1 = 8$, $N_2 = 19$, $T = 125$ $\mu$m, and the microscope magnifies the volume by a factor of $M = 25$. In part (a), we set $\varphi(x, z)$ to be a Dirac delta and a linear spline in part (b). Figure 3.4 shows $F = 8$ optimal filters computed using our SVD approximation for two depths. The shown filters are the equivalent 2D versions of the filters $\{\mathbf{v}_m\}_{m=1}^{F}$ of the filter bank shown in Figure 3.3. One can observe that the shape of each filter changes with the depth. In part (a), for $z = 0$ $\mu$m, the filter for singular value $\sigma_1$ is close to a square, which means that the system averages a region of the size of the microlens area, and projects this region into the light-field space. Furthermore, the singular value $\sigma_2$ is almost 0.09 times the singular value $\sigma_1$, which shows the rank deficiency of the matrix $\mathbf{B}_H$ for this depth. However, changing the template function to a
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#### Figure 3.4: Optimal analysis filters. This figure shows $F = 8$ optimal filters found for two different depths ($z = -11 \, \mu m$, $z = 0 \, \mu m$) from a maximum of $ts = 19 \times 19$ filters. For each depth, these filters are the 2-D version of the 1-D filters named $\{v_m\}_{m=1}^F$. In (a) we use a dirac Delta as the template function $\varphi$ and in (b) we use a spline. The shown singular values $\sigma_m$ are normalized to be between 0 and 1.

A linear spline modifies the measurement matrix of the system, as shown in Equation (3.9). We observe in part (b) that the optimal filter corresponding to $\sigma_1$ for $z = 0 \, \mu m$ is not a square anymore, which shows how the rank deficiency of the matrix $B_H$ was reduced due to the integration along the axial dimension that occurs when a spline is selected as a template function.

As explained previously, truncating the number of branches of each filter bank of the model accelerates its computation. To show the utility of this approximation, we take a single-depth volume ($z = -4 \, \mu m$) and simulate the forward model using both the standard method and our approximation. We use the same downampling and upsampling factor $ts = rq = 19$ for both lateral axes. Figure 3.5 shows visual results for $F = 8$ and $F = 38$, which correspond to a matrix approximation error of approximately 10% and 1%, respectively. Notice that the number of filters $F$ is much lower than a maximum $ts = 19 \times 19$. Furthermore, for both cases, the approximated light field is visually indistinguishable from the ground truth, the error measured from the light field is less than 6% for $F = 8$, and it is almost zero when $F = 38$. The latter is because the system matrix is inherently
3.2 Forward model as a linear CNN

In this section, we propose a novel description of the light-field system by using convolutional layers. We adapt the filter-bank description of the system to model the system using a linear Convolutional Neural Network (CNN)

3.2.1 4D representation of Light Field

As mentioned in Chapter 2, the light field can be efficiently represented as a 4D function in photography-related applications. Specifically, the 2D image captured with a light-field camera is reordered into a 4D array that is a sampled version of the continuous light-field function [30]. Two dimensions of the array represent horizontal and vertical spatial coordinates, while the other two represent horizontal and vertical spatial frequencies. The 4D light field can be interpreted as a collection of sub-aperture images or views, which
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Figure 3.6: Linear forward model. In (a) we show how a 2D LF can be transformed into a set of \( N \times N \) sub-aperture images, where \( N \times N \) is the number of pixels under each microlens. In (b), we show how to describe the image formation of a 3D LF image using filter banks. Observe to the right that the model does not contain upsampling blocks since they were absorbed due to the reordering; furthermore, the synthesis filters were replaced by a group of \( N \times N \) filters per branch that introduce the additional dimension representing the view index. In (c) we show the representation of the LFM system as a forward CNN \( f(\cdot) \). The previous structure (b) is a particular case of the CNN \( f(\cdot) \). The notation \( \text{Conv}^2D(\cdot, \cdot, \cdot, \cdot, \cdot) \) means a 2D convolutional layer with input parameters ordered as follows: number of input channels, number of output channels, height of the filter, width of the filter, and stride. If the stride is omitted, it means unit stride.

are 2D images obtained when the spatial frequencies are fixed \[30\]. See Figure 3.6 (a) for clarification. In microscopy, the idea of capturing a 4D light field is still valid if the array is interpreted as a sampled version of a 4D Wigner distribution function, a generalization of the concept of light field that considers the effects of diffraction and briefly discussed in Section \[2.2.3\] \[57\].

3.2.2 Linear CNN

The representation of the light field as a group of views has a convenient property. Unlike the 2D light-field image, each view is not an abstract pattern. Each view preserves the structure of the original scene since it only carries spatial information. Furthermore, this multi-view representation is attractive for 3D reconstruction in LFM since it is more
suitable to fit conventional CNN architectures, as also proposed in [68].

Since the 4D light-field can be obtained by just rearranging pixels of the 2D light-field, the filterbank description of the LF system described in Section 3.1.2 can be adjusted to explain the formation of a group of sub-aperture images. Specifically, reordering the synthesis filter of each branch allows simple computation of the sub-aperture images, as shown in Figure 3.6 (b). Note that this new representation follows the basic structure of the original filter bank in Figure 3.3 (a). However, there is no upsampling block since the original synthesis filter bank is replaced by a group of $N \times N$ filters that leads to multiple outputs forming a set of views or sub-aperture images.

The multiple-view filterbank description of the system can be conveniently implemented by using convolutional layers. The LF system can be written as a cascade of two 2D convolutional layers without bias term, where the first layer has a stride given by the downsampling factor $s$ and the second layer has a unit stride. We represent the CNN by $f(\cdot)$ and call it forward CNN (see Figure 3.6 (c) for clarification). Since the forward CNN is derived from the filter bank representation, the parameters of $f(\cdot)$ have a connection with the parameters of the microscope and the physics of the system: the number $N \times N$ of output channels is defined by the number of pixels under each microlens, the number of input channels $D$ is the number of depths, the filter size $L_1$ is equal to the downsampling factor $s$, as explained in Section 3.1.2, the filter size $L_2$ is instead given by the support of the PSF, specifically if the support of the PSF related to the largest depth is $M$, then $L_2 = M/N$. Finally, the parameter $F$ is related to the upsampling factor. If $F$ is set to $s \times s$, it resembles the theoretical model exactly, while if it is set to a smaller value, it performs an approximation, as explained in Section 3.1.2. This CNN representation offers additional advantages. It allows model calibration if a labelled dataset is available; otherwise, the network parameters can be computed directly from the theoretical model using the SVD approach explained previously. Furthermore, the restriction on the filter size $L_1$ needed for our SVD method could be removed, and the weights can be learned using any optimization framework designed for CNN training. Moreover, the adjoint operator (transpose) can be computed easily by permutations and reflections of the weights of the CNN, which is a task that is demanding in typical approaches [69].
3.3 Summary

We have proposed a novel discretization method that uses more diverse sampling densities and shift-invariant subspaces to sample the impulse response of the light-field system. We have shown that the periodic-shift invariance still holds in the discrete domain if the ratio between the input and output sampling interval is a rational number.

Moreover, we have proposed to model the system using filter banks. Both analysis and synthesis filters of the filter bank can be chosen using the SVD. Furthermore, the SVD allows a method that accelerates the computation of the forward model. We can approximate the forward model progressively by using a truncated SVD.

Finally, we have proposed a method to reshape the forward model into a linear CNN. This novel system description allows taking advantage of existing software designed for deep learning for faster computation and optimization.
Chapter 4

Model-Based Reconstruction for LFM

LIGHT-FIELD microscopy aims to recover high-quality 3D images from single LF measurements. However, using a 2D image to encode 3D spatial information limits the quality of the reconstruction. Therefore, typical model-based reconstruction approaches suffer from low resolution and reconstruction artifacts.

This chapter analyzes the model-based reconstruction of 3D volumes from a single light field image. We first focus on aliasing-free reconstruction under ideal settings by exploiting the shift-invariant subspace assumption. Then, instead of using conventional methods for inversion based on the Richardson Lucy (RL) algorithm, we propose a general method for reconstruction under real acquisition conditions based on ADMM. Our approach alleviates typical reconstruction artifact in RL-based methods. Furthermore, it is faster than typical methods by exploiting simplification techniques explained in Chapter 3.

4.1 Ideal reconstruction under shift-invariant-subspace assumption

In Section 3.1.1 we discussed an alternative discretization process based on the assumption that the volumetric signal \( f(x, z) \) lies in a shift-invariant subspace generated by \( \varphi(x, z) \). This is again depicted in Figure 4.1 (a). Under this assumption, the image formation process is described by the discrete filter \( h_{\varphi}[k, k_p, l_p] \) and, if this filter is invertible, reconstruction is achieved by first filtering the discrete light field image \( g[k] \) with \( h_{\varphi}^{-1}[k, k_p, l_p] \).
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Figure 4.1: Shift-invariant subspace assumption. In (a), we show a method to discretize the system using a shift-invariant subspace (SIS) $V_\phi$. An arbitrary volumetric signal $f(x, z) \not\in V_\phi$ is discretized with a template function $\varphi(x, z)$ at an arbitrary sampling density. In contrast, the output is discretized intrinsically by the microscope with the kernel $d(x)$ at a sampling density defined by the pixel sensor to obtain a discrete output $g[k]$. In (b) we show how to perform perfect reconstruction from $g[k]$ under the assumption that the volume $f(x, z)$ belongs to the assumed SIS $V_\phi$ and the discrete system $h_\varphi[k, k_p, l_p]$ is invertible. In (c), we show the discrete version of the shift-invariant subspace discretization shown in (a). In (d), we show how to perform perfect reconstruction in the discrete space, under the assumption that $H_\delta S$ is full rank and the discrete volume $f[k, l] \in V_\phi$ belongs to the assumed discrete SIS $V_\phi$. and then by resynthesizing the original volume using a continuous filter $\varphi(x, z)$, see Figure 4.1 (b). In other words, perfect reconstruction (aliasing-free) of the continuous signal $f(x, z)$ is always achievable if two conditions hold: (a) $h_\varphi$ is invertible and (b) the volume being imaged genuinely belongs to the SIS generated by $\varphi(x, z)$ e.g. Linear spline, box function, sinc function (which models band-limited functions). As an analogy, in the problem of reconstructing a signal from its discrete samples, the named conditions are analog to the requirement for perfect reconstruction of the input. In Nyquist theorem, when the input signal genuinely belongs to the space of band-limited functions when the cutoff frequency equal to half the sampling frequency, the signal can be perfectly reconstructed from its samples. This observation suggests a way to find volumes that can be reconstructed from the light field image.

In practice, it is difficult to find a close form for $h_\varphi$; we therefore first discretize both $h(x, x_p, z_p)$ and $f(x, x_p, z)$ as in [51], but at a much finer resolution than the native
lateral resolution of the LFM and then apply the shift-invariant model to the discretized \( f \), which we denote as \( f[k, l] \). This leads to the alternative model shown in Figure 4.1 (c), which can be described in matrix vector form as follows:

\[
g = H_\delta S_\varphi A_\varphi f. \tag{4.1}
\]

Here, vector \( f \in \mathbb{R}^n \) is the vectorized volumetric input, vector \( g \in \mathbb{R}^m \) is the light field image, matrix \( A_\varphi \in \mathbb{R}^{\frac{n}{r_1r_2} \times n} \) represents the convolution with the filter \( \tilde{\varphi}(x, z) \) followed by downsampling, matrix \( S_\varphi \in \mathbb{R}^{n \times \frac{n}{r_1r_2}} \) models upsampling followed by convolution with the filter \( \varphi(x, z) \), the downsampling and upsampling are defined by the factor \( r = (r_1, r_2) \), and \( H_\delta \in \mathbb{R}^{m \times n} \) is the forward model discretized using [51] (see Figure 4.1 (c)).

To recover the original volume \( f \), one can choose the downsampling factor \( r \) and filter \( \varphi[\cdot] \) in Figure 4.1 (c) in a way that \( H_\delta S_\varphi \) is full column rank and then the pseudoinverse can be used as follows:

\[
f = S_\varphi (H_\delta S_\varphi)^{\dagger} g. \tag{4.2}
\]

Notice that this approach allows perfect reconstruction if matrix \( H_\delta S_\varphi \) is full rank and the input belongs to the assumed SIS. This process is depicted in Figure 4.1 (d).

However, we highlight that there are limitations that make \( H_\delta \) rank deficient that cannot be overcome by the selection of a proper SIS. These limitations arise from the inherent lack of diversity in the impulse response for different input positions, e.g., the impulse response for in-focus points. Thus, the rank of \( H_\delta \) imposes a limit on the maximum number of samples that can be recovered. In particular, if the lateral sampling interval \( \Delta x_1 \) is decreased, the axial sampling interval \( \Delta z \) needs to be increased. This implies that it is not feasible to achieve high resolution simultaneously in both axes. Finally, one needs to choose the template function \( \varphi[\cdot] \) and downsampling factor \( r \) such that the inversion of \( H_\delta S_\varphi \) is as stable as possible, which gives a degree of freedom to investigate in practice.

### 4.1.1 Experiments

In this section, we demonstrate this framework by modelling the SIS using separable 3D filters formed by one-dimensional linear splines. For the subspace used in the first scenario (scenario 1), we set a downsampling factor \( r = (4, 4, 16) \) which means a factor of 4 for both
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Figure 4.2: Ideal reconstruction using the pseudoinverse on synthetic data. In this experiment, the ground truth volume satisfies the SIS assumption. We show two volumes lying into 2 different subspaces as ground truth, subspace 1 (a) and subspace 2 (b). Then, we show the respective reconstruction without any prior assumption (using ISRA) and the reconstruction using the pseudoinverse with the prior assumption. Top, we show the in-focus plane, one $xz$, and one $yz$ plane. Below, we show additional slices for different depths. All the distances are measured in $\mu m$. The volumetric data was taken from Lilium Longiflorum Pollen [67], while the light field images were simulated from the 3D pollen volumes.

lateral dimensions and 16 for the axial dimension. In the second case, scenario 2, we use the same filter type but a downsampling factor $r = (8, 8, 8)$. For this experiment, we use publicly available 3D data: the Lilium Longiflorum Pollen [67]. This volume is projected
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into the named subspaces to ensure the assumption holds. Figure 4.2 (a) shows that the ground truth volume for scenario 1 has a visually slightly higher lateral resolution than for scenario 2 due to the different downsampling factors $r$ used for each subspace.

To compute $H_\delta$ we use lateral and axial sampling intervals, $\Delta x_1$ and $\Delta z$, equal to $T/16$, and the output sampling interval $\Delta x_2$ defined by the pixel size of the sensor is equal to $T/19$, where $T$ is the microlens pitch. Notice that our framework allows diverse sampling densities for both input and output, as opposed to [51]. Then, we compute the light field image using matrix $H_\delta$ and attempt to recover the original volume using Equation (4.1). We clarify that the pseudoinverse was approximated iteratively since the closed-form expression of the pseudoinverse is not accessible.

Figure 4.2 shows the comparison between the proposed approach and the conventional reconstruction using ISRA. We show both lateral and axial slices of the volume. The reconstructed volume using the pseudoinverse and the SIS assumption matches the ground-truth volume very accurately, which is verified by the high Peak Signal to Noise Ratio (PSNR) and Structural Similarity Index Measure (SSIM). Moreover, the reconstruction does not suffer from heavy square-like artifacts near $z = 0$ as in the standard reconstruction approach (ISRA). Note that the volume was reconstructed at the maximum sampling density $16/T$ for both scenarios. However, for scenario 1, the volumetric signal lies in a SIS with a shift equal to 0.25 times the microlens pitch, and for scenario 2, the volume lies in a SIS with a shift equal to 0.5 times the microlens pitch. This experiment shows that, for the proposed ideal scenarios, exploiting the underlying low-dimensionality of the volume allows artifact-free reconstruction with much higher accuracy than ISRA in terms of two metrics, SSIM and PSNR.

4.2 General Scenario and Additional priors

As mentioned previously, when no prior assumption is made about the input, the reconstruction suffers from square-like artifacts near the plane $z = 0$. This is explained in [51] and also verified in our experiments in the previous section. The reason is that a solution found using the pseudoinverse of $H_\delta$ lies in the row space of the matrix $H_\delta$, which only contains volumes with artifacts, due to the rank deficiency and the particular matrix
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Furthermore, during the volumetric reconstruction, commonly used algorithms such as ISRA and RL only impose mild priors (e.g., non-negativity and noise distribution), which are insufficient to regularize the solution. Therefore, we suggest incorporating more advanced priors as additional regularization to enforce the solution to live in a richer space far away from the row space of \( \mathbf{H}_\delta \).

In particular, we propose two techniques for volume reconstruction. First, we propose to solve the following optimization problem:

\[
\min_{\mathbf{f}} \| \mathbf{H}_\delta \mathbf{f} - \mathbf{g} \|^2_2 + \| \mathbf{D}_x^n \mathbf{f} \|_1 + \| \mathbf{D}_y^n \mathbf{f} \|_1 + \| \mathbf{D}_z^n \mathbf{f} \|_1 \quad \text{s.t.} \quad \mathbf{f} \geq 0,
\]

where \( \mathbf{f} \) is the desired volume, \( \mathbf{g} \) is the light field image, and \( \mathbf{D}_x^n, \mathbf{D}_y^n \) and \( \mathbf{D}_z^n \) are the \( n \)-th order derivatives along each axis. The parameter \( n \) can be adjusted experimentally since the derivative order does not imply too much additional computation. Notice that if \( n = 1 \), the regularizer is an anisotropic total variation. However, this whole optimization is computationally demanding due to the high dimension of matrix \( \mathbf{H}_\delta \). To alleviate this issue, we propose to use our approximation method based on SVD to compute the forward model.

As shown in the previous section, a SIS spanned by linear splines is able to reproduce typical structures that appear in the LFM image of a pollen volume. Considering this, we state the following optimization problem that exploits the SIS assumption to impose an additional constraint on the reconstructed volume:

\[
\min_{\mathbf{f}} \| \mathbf{H}_\delta \mathbf{S}_\varphi \mathbf{A}_\varphi \mathbf{f} - \mathbf{g} \|^2_2 + \| \mathbf{D}_x^n \mathbf{f} \|_1 + \| \mathbf{D}_y^n \mathbf{f} \|_1 + \| \mathbf{D}_z^n \mathbf{f} \|_1 \quad \text{s.t.} \quad \mathbf{f} \geq 0,
\]

where matrix \( \mathbf{A}_\varphi \) and matrix \( \mathbf{S}_\varphi \) have been defined before. Note that if the projection \( \mathbf{S}_\varphi \mathbf{A}_\varphi \) is orthogonal, the transpose of the matrix \( \mathbf{H}_\delta \mathbf{S}_\varphi \mathbf{A}_\varphi \) satisfies:

\[
(\mathbf{H}_\delta \mathbf{S}_\varphi \mathbf{A}_\varphi)^T = (\mathbf{S}_\varphi \mathbf{A}_\varphi)^T \mathbf{H}_\delta^T = \mathbf{S}_\varphi \mathbf{A}_\varphi \mathbf{H}_\delta^T.
\]

Therefore, the rows of the new measurement matrix span volumes that always lie in the assumed subspace. This characteristic, together with the sparsity imposed into the
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Algorithm 1 Volume Reconstruction

**Input**: Light field image $g$, matrix block $B_H$ for every depth, learning rate $\alpha$, importance of derivatives $\{\rho_x, \rho_y, \rho_z\}$, non-negativity importance $\rho_+$, soft-threshold parameter $\lambda$, number of iterations $K$.

**Output**: Reconstructed Volume $f^K$

$k = 0$

Initialize $f^k$ and auxiliar variables $\{u^k_i\}_{i=1}^4$, $\{z^k_i\}_{i=1}^4$ to zero.

for $k < K$ do

\[
\begin{align*}
  z^k_{1+1} &= \text{prox}_+ (f^k + u^k_1) \\
  z^k_{2+1} &= \text{prox}_1 (D^n_y f^k + u^k_3; \lambda) \\
  z^k_{3+1} &= \text{prox}_2 (D^n_x f^k + u^k_2; \lambda) \\
  z^k_{4+1} &= \text{prox}_4 (D^n_z f^k + u^k_4; \lambda)
\end{align*}
\]

\[
 f^{k+1} \leftarrow \text{solve Equation (4.6)} \quad (H f^{k+1} \text{ is computed from } B_H, \text{ possibly using our fast approximation})
\]

\[
\begin{align*}
  (I + \rho_4 I + \rho_x D^n_x D^n_x^T + \rho_y D^n_y D^n_y^T + \rho_z D^n_z D^n_z^T) f^{k+1} = f^k &- \alpha H^T (H f^k - g) + \rho_+ (z^k_1 - u^k_1) \\
  &+ \rho_x D^n_x (z^k_2 - u^k_2) + \rho_y D^n_y (z^k_3 - u^k_3) \\
  &+ \rho_z D^n_z (z^k_4 - u^k_4)
\end{align*}
\]

\[
\begin{align*}
  u^k_{1+1} &= u^k_1 + f^{k+1} - z^k_{1+1} \\
  u^k_{2+1} &= u^k_2 + D^n_x f^{k+1} - z^k_{2+1} \\
  u^k_{3+1} &= u^k_3 + D^n_y f^{k+1} - z^k_{3+1} \\
  u^k_{4+1} &= u^k_4 + D^n_z f^{k+1} - z^k_{4+1}
\end{align*}
\]

$k = k + 1$

end

$n$-th order derivatives, helps to reduce typical reconstructions artifacts. Furthermore, the dimension of the matrix $H_3 S_\phi$ is smaller than that of $H_3$. This allows solving the problem by exploiting the underlying low-dimensional 3D space where $f$ lives, thereby contributing to efficient computation.

Finally, to solve optimization problems (4.3) and (4.4), we require an algorithm that avoids time-consuming inner loops and does not introduce strong artifacts from the computation of the transpose. To this end, we propose to adapt the inner-loop-free ADMM proposed in [70] for cryogenic electron microscopy to the light field problem, as shown in Algorithm[Π]. Note that Algorithm[Π] can be implemented efficiently since it only needs the computation of the forward model, the adjoint (transpose), additional convolutions, and point-wise non-linear operators (soft-thresholding and rectifier linear units).
4.3 Experiments and Results

In this section, we show experimental results using synthetic and real data. For synthetic data, we measure reconstruction performance using the peak signal to noise ratio (PSNR) and the structural similarity index measure (SSIM) since the ground truth is available in this case. For real data, we only show reconstructed results for visual comparison.

If not stated otherwise, the settings of the light field microscope used for both the simulated and the real data are set as: numerical aperture = 1, refractive index = 1.33, wavelength = 490 nm, magnification (M) = 25, microlens pitch (T) = 125 µm, microlens focal length = 1250 µm, tube lens focal length = 0.18 m, pixels under each microlens = 19. Furthermore, to compute \( H_\delta \) we set the lateral and axial sampling intervals, \( \Delta x_1 \) and \( \Delta z \) to \( T/16 \), and set the output sampling interval \( \Delta x_2 \) defined by the pixel size of the sensor to \( T/19 \), where \( T \) is the microlens pitch.

4.3.1 Synthetic Data

To validate our analysis, we perform experiments using two types of volumes. First, from the pollen structure [67], we simulate a light field image using matrix \( H_\delta \). The size of the synthetic light field is 779 \( \times \) 779 pixels, while the original and reconstructed volumes are of size 656 \( \times \) 656 \( \times \) 96 voxels (notice that 659 = 779 \( \times \) 16/19). Then, from the light field image, we try to reconstruct the volume using five methods: (a) conventional ISRA [2], (b) ISRA with total variation, (c) artifact-free ISRA [62], (d) ADMM with sparsity regularization on the derivatives, as shown in Equation (4.3), and (e) ADMM with SIS assumption as well as sparsity regularization on the derivatives, as shown in Equation (4.4). For the latter case, we choose splines as template functions. Specifically, we choose the settings named ‘scenario 1’ in the previous section. The order of the derivative \( n \) in Equation (4.3) and (4.4) is set to 3. For all the three methods, the number of iterations is set to 24. In Appendix B, we discuss the use of a different stopping criteria.

We clarify that we use the same algorithm to solve both optimization problems (4.3) and (4.4). However, for the first case, our approximation method (3.18) is used to make the optimization computationally tractable, while for the second case, the approximation is not needed since \( H_\delta S_\phi \) has a smaller size than \( H_\delta \). In these experiments, we choose
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Table 4.3: Reconstruction using synthetic light field data. Top, we show the in-focus plane, one \(xz\), and one \(yz\) slice of the ground truth volume, the reconstruction using ISRA, ISRA with total variation \(^2\), artifact-free (AF) ISRA \(^62\), ADMM without SIS assumption, and ADMM with SIS assumption. The shown PSNR and SSIM correspond to each slice. In this case, the ground truth volume does not satisfy the SIS assumption. We use the Lilium Longiflorum Pollen \(^67\) dataset in (a), and a brain slice taken from an EGFP tagged triple transgenic mouse line in (b). The light field images were created synthetically from wide field volumes. All distances are measured in \(\mu m\).
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Table 4.1: Performance of model-based methods on synthetic data.

<table>
<thead>
<tr>
<th>Method</th>
<th>Pollen</th>
<th>Neurons</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>SSIM</td>
<td>Time/Iteration (s)</td>
</tr>
<tr>
<td>ISRA [19]</td>
<td>26.05</td>
<td>0.54</td>
</tr>
<tr>
<td>ISRA (Total Variation) [2]</td>
<td>26.18</td>
<td>0.53</td>
</tr>
<tr>
<td>ISRA (Artifact-free) [62]</td>
<td>25.10</td>
<td>0.54</td>
</tr>
<tr>
<td>ADMM</td>
<td>27.22</td>
<td>0.65</td>
</tr>
<tr>
<td>ADMM (SIS)</td>
<td>27.70</td>
<td>0.66</td>
</tr>
<tr>
<td>Neurons</td>
<td>30.81</td>
<td>0.94</td>
</tr>
<tr>
<td>ISRA (Total Variation) [2]</td>
<td>28.38</td>
<td>0.91</td>
</tr>
<tr>
<td>ISRA (Artifact-free) [62]</td>
<td>32.20</td>
<td>0.92</td>
</tr>
<tr>
<td>ADMM</td>
<td>33.83</td>
<td>0.96</td>
</tr>
<tr>
<td>ADMM (SIS)</td>
<td>39.67</td>
<td>0.98</td>
</tr>
</tbody>
</table>

F in Equation (3.18) to achieve a matrix approximation error of 10%. Furthermore, note that in Algorithm 1 the additional computation performed includes convolutions and the adjoint operator of the system. The convolutions can be computed efficiently, and the adjoint operator can be found easily from the original measurement matrix using reflections and permutations. Therefore, Algorithm 1 can be implemented efficiently. Finally, the parameters $\alpha, \rho_x, \rho_y, \rho_z, \rho_+,$ and $\lambda$ of Algorithm 1 can be found manually. In this section, we show that different choices of values have a limited effect on the performance of the method.

Figure 4.3 (a) shows the 3D structures recovered from a simulated light field image using the ISRA approaches and our method. Both the standard ISRA and the ISRA with total variation [2] introduce artifacts at planes near $z = 0$. In contrast, our ADMM methods achieve artifact-free reconstruction. Even though the ISRA version proposed in [62] also achieves artifact-free reconstruction, the solution is over-smoothed near $z = 0$. Furthermore, our ADMM approaches give higher PSNR and SSIM than all the ISRA approaches. The ADMM with the SIS prior gives slightly higher PSNR and SSIM than the ADMM with no SIS assumption, as shown in Table 5.1.

For the second experiment, we imaged a 50-um-thick brain slice from a mouse line Ai90 [71] expressing an Enhanced Green Fluorescent Protein (EGFP) with a wide-field microscope (Figure 4.3 (b)). Then, we simulated light field images using the captured volume as ground truth data. For this type of data, we obtain similar results as in the previous case. Both ADMM methods achieve artifact-free reconstruction, while the standard
Table 4.2: Performance of iterative methods with Poisson noise.

<table>
<thead>
<tr>
<th>$\alpha_0$</th>
<th>48</th>
<th>40</th>
<th>32</th>
<th>24</th>
<th>16</th>
<th>8</th>
<th>48</th>
<th>40</th>
<th>32</th>
<th>24</th>
<th>16</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSIM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISRA [19]</td>
<td>27.17</td>
<td>26.89</td>
<td>26.35</td>
<td>27.16</td>
<td>27.07</td>
<td>26.73</td>
<td>0.62</td>
<td>0.63</td>
<td>0.54</td>
<td>0.57</td>
<td>0.56</td>
<td>0.53</td>
</tr>
<tr>
<td>ISRA (Total Variation) [2]</td>
<td>26.96</td>
<td>26.19</td>
<td>26.38</td>
<td>26.28</td>
<td>26.41</td>
<td>25.84</td>
<td>0.56</td>
<td>0.54</td>
<td>0.54</td>
<td>0.54</td>
<td>0.54</td>
<td>0.53</td>
</tr>
<tr>
<td>ISRA (Artifact free) [62]</td>
<td>26.77</td>
<td>25.16</td>
<td>25.92</td>
<td>26.04</td>
<td>25.50</td>
<td>25.74</td>
<td>0.55</td>
<td>0.51</td>
<td>0.52</td>
<td>0.53</td>
<td>0.51</td>
<td>0.52</td>
</tr>
<tr>
<td>ADMM</td>
<td>26.83</td>
<td>26.65</td>
<td>27.11</td>
<td>27.04</td>
<td>27.21</td>
<td>26.79</td>
<td>0.64</td>
<td>0.63</td>
<td>0.64</td>
<td>0.64</td>
<td>0.64</td>
<td>0.64</td>
</tr>
</tbody>
</table>

| Neurons   |    |    |    |    |    |    |    |    |    |    |    |    |
| PSNR      |    |    |    |    |    |    |    |    |    |    |    |    |
| SSIM      |    |    |    |    |    |    |    |    |    |    |    |    |
| ISRA [19] | 34.20 | 27.93 | 32.51 | 32.61 | 29.31 | 33.79 | 0.88 | 0.80 | 0.88 | 0.90 | 0.88 | 0.94 |
| ISRA (Total Variation) [2] | 29.50 | 25.92 | 28.13 | 29.77 | 27.71 | 28.60 | 0.84 | 0.77 | 0.83 | 0.86 | 0.84 | 0.86 |
| ISRA (Artifact-free) [62] | 30.05 | 30.82 | 31.34 | 32.15 | 31.58 | 31.88 | 0.86 | 0.87 | 0.88 | 0.90 | 0.90 | 0.91 |
| ADMM      | 33.62 | 31.50 | 34.25 | 34.69 | 34.70 | 34.36 | 0.94 | 0.93 | 0.96 | 0.96 | 0.95 | 0.96 |
| ADMM (SIS) | 31.96 | 29.68 | 32.88 | 34.60 | 32.12 | 34.37 | 0.90 | 0.88 | 0.92 | 0.95 | 0.94 | 0.96 |

ISRA and the ISRA with total variation [2] reconstructs squares near the plane $z = 0$, as shown in Figures 4.3 (b). The artifact-free ISRA [62] removes squares, but in this case the solution is distorted. Quantitatively, as shown in Table 5.1, the resulting PSNR and SSIM using the SIS assumption are slightly higher than those without the SIS assumption. Both ADMM methods outperform ISRA approaches in terms of PSNR and SSIM.

Furthermore, for the given settings, the ADMM methods are faster than the conventional methods. Each iteration of all the ISRA methods takes more than 470 seconds on average, whereas the ADMM without SIS prior takes 74 seconds, and ADMM with the SIS prior takes 29 seconds on average, as shown in Table 5.1. All the methods were tested in a CPU (Intel Core i7-6700, 16 GB RAM) using MATLAB R2018b. Further results with synthetic light field created from mouse blood vessels [43] and mouse neurons co-expressing the functional calcium indicator GCaMP8f, and the structural marker tdTomato [72] are shown in Section 4.3.2.

Performance under noise. To further analyze the performance of our method we included Poisson noise in the system as follows:

$$y \sim \alpha_0 \text{Pois}(\frac{H_{\alpha_0}x}{\alpha_0}),$$

which means that $y$ is drawn from a Poisson distribution with mean $\frac{H_{\alpha_0}x}{\alpha_0}$. The scalar $\alpha_0$ controls the amount of noise (larger $\alpha_0$ means more noise).

We use the same datasets used in the previous section for this experiment. We
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Figure 4.4: Reconstruction using noisy synthetic light field data. Top we show reconstruction when the Poisson model in Equation (23) noise uses \( \alpha_0 = 16 \), and bottom we show reconstruction for \( \alpha_0 = 40 \). This figure shows slices for different depths of the ground truth volume, the reconstruction using ISRA, ISRA with total variation [2], artifact-free (AF) ISRA [62], ADMM without SIS assumption, and ADMM with SIS assumption. All distances are measured in \( \mu m \). The shown PSNR and SSIM correspond to the whole volume. In this case, the ground truth volume does not satisfy the SIS assumption. We use the Lilium Longiflorum Pollen [67] dataset in (a), and a brain slice taken from an EGFP tagged triple transgenic mouse line in (b). The light field images were created synthetically from wide field volumes.

We synthetically created LF images with different noise levels by varying the scalar \( \alpha_0 \) from 8 to 48, as shown in Table 4.2. We found that both ADMM methods can manage adequately low to moderate noise conditions. Furthermore, the ADMM methods achieve the highest PSNR and SSIM for most cases. Specifically, for the pollen data, the ADMM with SIS prior consistently gives the best performance, as shown in Table 4.2. Visual results for the pollen dataset are shown in Figure 4.4(a). We show results for reconstruction that corresponds to
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\[ \alpha_0 = 16 \text{ and } \alpha_0 = 40. \] For both levels of noise, our ADMM with SIS assumption achieves the best performance. For this dataset, it is found that quantitatively, the original ISRA is more robust than the artifact-free and TV versions even though it introduces strong artifacts near the in-focus plane.

Similarly, for the neuron data, the ADMM without the SIS assumption achieves the best performance in most cases. Visual results for the neuron dataset are shown in Figure 4.4(b). Moreover, for this dataset, the SIS assumption only provides the best PSNR for minimum noise levels \((\alpha_0 = 8)\). Furthermore, we found that the artifact-free ISRA achieves the best quantitative performance among the ISRA methods for this dataset. However, qualitatively Figure 4.4 (b) shows that both the artifact-free ISRA and ISRA-TV are severely affected by noise. In particular, the noise is highly detrimental at depths \(z = -11\mu m, z = 5\mu m, \text{ and } z = 8\mu m\). In contrast our ADMM method without the SIS assumption can visibly tolerate noise for both \(\alpha_0 = 16\) and \(\alpha_0 = 40\). Furthermore, Section 4.3.3 shows that our methods also exhibit satisfactory results for real noisy acquisition conditions.

**Ablation Study.** To evaluate the robustness of our algorithm, we evaluated the PSNR achieved with our ADMM methods when varying each hyper-parameter in Algorithm 1 independently, while the rest of the parameters were kept fixed using the values shown in Table 4.3. As mentioned previously, these hyper-parameters were found manually. We use the Pollen dataset in these experiments. Note that the last column in Table 4.3 shows the PSNR achieved by the corresponding configuration.

<table>
<thead>
<tr>
<th>(No SIS)</th>
<th>(\alpha)</th>
<th>(\rho_+)</th>
<th>(\rho_x, \rho_y, \rho_z)</th>
<th>(\lambda)</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2 \times 10^{-6})</td>
<td>1.21</td>
<td>1000</td>
<td>100</td>
<td>(5 \times 10^{-4})</td>
<td>27.22</td>
</tr>
<tr>
<td>(SIS)</td>
<td>(2.5 \times 10^{-6})</td>
<td>1.21</td>
<td>2000</td>
<td>0</td>
<td>(5 \times 10^{-4})</td>
</tr>
</tbody>
</table>

We tested the 6 parameters of our algorithm: learning rate \(\alpha\), importance of derivatives \(\{\rho_x, \rho_y, \rho_z\}\), non-negativity importance \(\rho_+\) and the threshold \(\lambda\) for soft-thresholding. Note that we fixed \(\rho_x\) and \(\rho_y\) to be the same.

In our experiments, we found that the maximum PSNR achieved by the ADMM with the SIS prior is always larger than the maximum PSNR achieved by the ADMM without
the SIS prior, as shown in Table 4.4. These results coincide with the results in Table 5.1. Furthermore, the PSNR shows no significant variations when the hyperparameters are modified within the ranges in Table 4.4. We also note that, the non-negativity importance $\rho_+$ and the learning rate $\alpha$ have a greater impact on the reconstruction.

### 4.3.2 Additional Datasets

In this section, we perform volume reconstruction using different settings for the light field microscope. Furthermore, two additional datasets are used for reconstruction: (1) Mouse brain slices with fluorescently labelled blood vessels captured using confocal microscopy from [43] and (2) Neurons from mouse brain slices expressing calcium indicator GCaMP8f taken with our two-photon microscope.

From the 3D volumes we created synthetic light field images under 3 different configurations as follows:

(a) Numerical aperture = 1, refractive index = 1.33, wavelength = 490 nm, magnification = 25, microlens pitch = 125 $\mu$m, microlens focal length = 1250 $\mu$m, tube lens focal length = 0.18 m, pixels under each microlens = 19.

(b) The wavelength is changed to 660 nm while the rest of the parameters are the same as in (a).

(c) The wavelength is set to 488 nm, the numerical aperture is set to 0.5, the magnification is 22.5, the microlens focal length is 3125 $\mu$m, and the tube lens focal length is 0.3 m, while the other parameters are the same as in (a).

For this experiment, we simulate a light field image using the measurement matrix named $H_5$. The size of the reconstructed volume is 1072x1072x92, while the light field image is of size 1273x1273. We reconstruct the volume using the classic ISRA and our

### Table 4.4: Hyper-parameter study (PSNR).

<table>
<thead>
<tr>
<th></th>
<th>$\alpha$</th>
<th>$\rho_+$</th>
<th>$\rho_y$</th>
<th>$\rho_z$</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[0.3, 3] $\times 10^{-6}$</td>
<td>[1.2, 12]</td>
<td>[250, 2500]</td>
<td>[0, 100]</td>
<td>[0.15, 15] $\times 10^{-4}$</td>
</tr>
<tr>
<td>ADMN</td>
<td>Min. 24.91</td>
<td>24.32</td>
<td>27.32</td>
<td>25.84</td>
<td>27.31</td>
</tr>
<tr>
<td></td>
<td>Max. 27.48</td>
<td>27.47</td>
<td>27.47</td>
<td>27.47</td>
<td>27.48</td>
</tr>
<tr>
<td>ADMN(SIS)</td>
<td>Min. 25.67</td>
<td>25.98</td>
<td>27.47</td>
<td>27.30</td>
<td>27.62</td>
</tr>
<tr>
<td></td>
<td>Max. 27.82</td>
<td>27.86</td>
<td>27.71</td>
<td>27.71</td>
<td>27.71</td>
</tr>
</tbody>
</table>
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Table 4.3: PSNR and SSIM values for different depths using ISRA, ADMM without SIS assumption, and ADMM with SIS assumption.

#### (a) 30 m Ground Truth

<table>
<thead>
<tr>
<th>Technique</th>
<th>z = -9</th>
<th>z = -8</th>
<th>z = -3</th>
<th>z = -2</th>
<th>z = 0</th>
<th>z = 2</th>
<th>z = 3</th>
<th>z = 8</th>
<th>z = 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISRA</td>
<td>PSNR: 29.58</td>
<td>SSIM: 0.863</td>
<td>PSNR: 27.52</td>
<td>SSIM: 0.874</td>
<td>PSNR: 27.09</td>
<td>SSIM: 0.868</td>
<td>PSNR: 28.38</td>
<td>SSIM: 0.873</td>
<td>PSNR: 28.73</td>
</tr>
<tr>
<td>ADMM (no SIS)</td>
<td>PSNR: 29.00</td>
<td>SSIM: 0.885</td>
<td>PSNR: 28.72</td>
<td>SSIM: 0.886</td>
<td>PSNR: 29.99</td>
<td>SSIM: 0.896</td>
<td>PSNR: 29.87</td>
<td>SSIM: 0.893</td>
<td>PSNR: 30.95</td>
</tr>
<tr>
<td>ADMM (SIS)</td>
<td>PSNR: 30.63</td>
<td>SSIM: 0.883</td>
<td>PSNR: 28.99</td>
<td>SSIM: 0.884</td>
<td>PSNR: 30.95</td>
<td>SSIM: 0.891</td>
<td>PSNR: 30.95</td>
<td>SSIM: 0.891</td>
<td>PSNR: 35.99</td>
</tr>
</tbody>
</table>

#### (b) 33 m

<table>
<thead>
<tr>
<th>Technique</th>
<th>z = -10</th>
<th>z = -8</th>
<th>z = -3</th>
<th>z = -2</th>
<th>z = 0</th>
<th>z = 2</th>
<th>z = 3</th>
<th>z = 8</th>
<th>z = 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISRA</td>
<td>PSNR: 28.42</td>
<td>SSIM: 0.899</td>
<td>PSNR: 26.19</td>
<td>SSIM: 0.897</td>
<td>PSNR: 26.15</td>
<td>SSIM: 0.891</td>
<td>PSNR: 27.54</td>
<td>SSIM: 0.897</td>
<td>PSNR: 28.09</td>
</tr>
<tr>
<td>ADMM (no SIS)</td>
<td>PSNR: 31.26</td>
<td>SSIM: 0.902</td>
<td>PSNR: 30.40</td>
<td>SSIM: 0.900</td>
<td>PSNR: 31.53</td>
<td>SSIM: 0.915</td>
<td>PSNR: 32.07</td>
<td>SSIM: 0.925</td>
<td>PSNR: 33.80</td>
</tr>
<tr>
<td>ADMM (SIS)</td>
<td>PSNR: 33.61</td>
<td>SSIM: 0.920</td>
<td>PSNR: 31.31</td>
<td>SSIM: 0.905</td>
<td>PSNR: 30.39</td>
<td>SSIM: 0.899</td>
<td>PSNR: 31.50</td>
<td>SSIM: 0.914</td>
<td>PSNR: 32.17</td>
</tr>
</tbody>
</table>

#### (c) 30 m Ground Truth

Figure 4.5: Reconstruction using synthetic light field images computed from labelled blood vessels captured using confocal microscopy from [43]. We show slices for different depths using ISRA, ADMM without SIS assumption, and ADMM with SIS assumption. The shown PSNR and SSIM are computed for each slice. Labels (a), (b) and (c) indicate the configuration used for the microscope, as explained in Section 4.3.2.
Figure 4.6: Reconstruction using synthetic light field images computed from mouse brain slices captured using our two-photon microscope. We show slices for different depths using ISRA, ADMM without SIS assumption, and ADMM with SIS assumption. The shown PSNR and SSIM are computed for each slice. Labels (a), (b) and (c) indicate the configuration used for the microscope, as explained in Section 4.3.2.
ADMM methods. For the ADMM with the SIS assumption, we choose splines as template functions. We choose the settings named ‘scenario 1’ in Section 4.1. For all the three methods, the number of iterations is set to 24.

In Figure 4.5, we show the results for the mouse blood vessels. Notice that the classic reconstruction introduces square-like artifacts near the native object plane while our ADMM methods remove artifacts. Similar artifact reduction is shown for the mouse neurons in Figure 4.6. In addition, the PSNR and SSIM for our ADMM methods are higher than those from classic ISRA, as shown in Table 4.5. In Figure 4.5 and Figure 4.6, we compute the PSNR and SSIM per depth. Notice that our ADMM methods achieve better PSNR and SSIM for most depths. In particular, there is a significant improvement close to the in-focus plane. Furthermore, our experiments found that the microscope configuration can affect the obtained PSNR and SSIM (in all the reconstruction methods). In particular, the configuration named (b) allows higher PSNR and SSIM than other configurations. For the three proposed configurations, our approaches perform better than classic ISRA.

### 4.3.3 Real Data

In this section, we evaluate the proposed approaches using real light field data. The experimental settings we use for the ADMM algorithms are the same as those in the previous section. The size of the real input light field image is 2033 × 2033 pixels. From this single image, we reconstruct a volume of size 1712 × 1712 × 96 voxels covering a depth range −15µm < z < 15µm.

The light field image is captured from the same 50-µm-thick mouse brain slice of the previous section. We show the light field image in Figure 4.7 (a). We also capture the

<table>
<thead>
<tr>
<th>LFM Settings</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood Vessel</td>
<td>PSNR</td>
<td>SSIM</td>
<td>ISRA [19]</td>
<td>30.74</td>
<td>33.95</td>
<td>30.37</td>
</tr>
<tr>
<td></td>
<td>ADMM</td>
<td>31.91</td>
<td>35.43</td>
<td>34.30</td>
<td>0.905</td>
<td>0.938</td>
</tr>
<tr>
<td></td>
<td>ADMM (SIS)</td>
<td>31.76</td>
<td>35.52</td>
<td>34.32</td>
<td>0.904</td>
<td>0.937</td>
</tr>
<tr>
<td>Two-Photon Neurons</td>
<td>PSNR</td>
<td>SSIM</td>
<td>ISRA [19]</td>
<td>30.40</td>
<td>35.01</td>
<td>32.33</td>
</tr>
<tr>
<td></td>
<td>ADMM</td>
<td>30.94</td>
<td>36.10</td>
<td>33.44</td>
<td>0.635</td>
<td>0.789</td>
</tr>
<tr>
<td></td>
<td>ADMM (SIS)</td>
<td>30.90</td>
<td>35.77</td>
<td>33.29</td>
<td>0.634</td>
<td>0.782</td>
</tr>
</tbody>
</table>
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Figure 4.7: Reconstruction using real light field data from a brain slice (50 µm thick) imaged from an EGFP tagged triple transgenic mouse line. In part (a), from left to right, we show the original light field image; then, for comparison, we show a wide-field image taken without the microlens array; finally, the reconstruction using ISRA, our ADMM without and with the SIS assumption. We show the in-focus plane and two \(xz\) and \(yz\) slices below and to the left of each lateral slice, respectively. In part (b), we show additional slices for different depths. All the distances are measured in µm. The settings used to capture both the light field image, and the wide-field image are specified in Section 4.3.

The corresponding volume with the microscope in wide-field modality by scanning it along the \(z\)-axis without the microlens array. This wide-field image stack provides an approximation of the target volume we aim to reconstruct. The in-focus plane, together with two axial slices, are shown in Figure 4.7 (a). Furthermore, different lateral slices corresponding to seven depths are shown in Figure 4.7 (b). Notice that the non-ideal optical system and the specimen type cause increased noise in the images. To avoid noise amplification, the number of iterations used for reconstruction must be chosen properly. As proposed in previous works [2], [62], [19], a typical empirical number of iterations used for ISRA is
Figure 4.8: Reconstruction using real light field data from acute mouse brain slices expressing the calcium indicator NIR-GECO2G [73, 74]. In part (a) from left to right, we show the original light field image, a wide-field image taken with the microscope, the reconstruction using ISRA, and our ADMM without and with the SIS assumption. We show the in-focus plane and two $xz$ and $yz$ slices below and to the left of each lateral slice, respectively. In part (b), we show additional slices for different depths. All the distances are measured in $\mu m$. The settings used to capture both the light field image, and the wide-field image are specified in Section 4.3 between 8 and 10. We fixed this value to 10 for ISRA, and keep 24 iterations for our ADMM methods.

We compare the conventional method ISRA with the ADMM methods with and without SIS prior. In this case, we only present visual results since there is no ground truth available. As shown in Figure 4.7, both ADMM methods give a better reconstruction performance than ISRA in terms of artifacts reduction. In particular, these artifacts are strongly present at $z = 0 \ \mu m$, but also at other slices close to the in-focus plane, such as $z = 3 \ \mu m$ and $z = -3 \ \mu m$. In general, comparable performance is achieved for depths far
from $z = 0 \, \mu m$, but artifacts near the native object plane are clearly removed when using the proposed ADMM methods.

For the second experiment, we use a light field image captured from acute mouse brain slices expressing the calcium indicator NIR-GECO2G \cite{73, 74}. Furthermore, the size of the input light field is $1881 \times 1881$ pixels. From this single image, we reconstruct a volume of size $1584 \times 1584 \times 96$ voxels covering a depth range $-30 \mu m < z < 30 \mu m$.

Figure 4.8 (a) shows the light field image and the corresponding wide-field image stack (in-focus plane with two axial slices) captured from the same volume. Furthermore, different lateral slices corresponding to seven depths of the captured volume are shown in Figure 4.8 (b). In this case, we find similar results as in the previous example. We observe that both ADMM methods behave similarly but remarkably remove artifacts near the native object plane, specifically at depths $z = -2 \, \mu m$, $z = 0 \, \mu m$ and $z = 2 \, \mu m$. ISRA instead produces strong square-like artifacts in these planes.

Finally, we show how our method adapts to different types of data by performing reconstruction using the light field data provided in \cite{65}. For this experiment, part of the previous microscope settings is modified. According to \cite{65}, the wavelength is set to 488 nm, the numerical aperture is 0.5, the magnification is 22.5, the microlens focal length is 3125 $\mu m$, and the tube lens focal length is 0.3 m. From a single light field of size $931 \times 931$ pixels, we reconstruct a volume of size $752 \times 752 \times 96$ in the range $-50 \mu m < z < 50 \mu m$. The image corresponds to a group of beads, as shown in Figure 4.9 (a). Furthermore, in this case, a high-quality image stack of the volume obtained using selective plane illumination microscopy (SPIM) is available. Additionally, the reconstruction obtained using the deep network hylfm-net from \cite{65} is also available.

The results obtained using light field data from \cite{65} are consistent with our previous conclusions. Figure 4.9 (a) and 4.9 (b), show that ISRA produces square-like artifacts near the native object plane while both ADMM methods do not introduce noticeable artifacts. In addition, this figure show that the hylfm-net can reconstruct sharp beads that are visually similar to the SPIM images because SPIM volumes were used as labels in the training stage. However, when the trained hylfm-net \cite{65} and VCDNet \cite{63} were tested on synthetic light field images of pollens and neurons (shown in Figure 4.3), the performance of both networks degraded dramatically, as shown by the poor PSNR and
SSIM scores shown in Table 5.2. Even though both learning approaches can perform well if tested with similar data as used in the training stage [65, 63], producing thousands of labelled data pairs for each type of sample is challenging and even unfeasible under many realistic conditions. Furthermore, in our scenario, a network trained on synthetic data will not perform well on real data without proper modelling of the background noise and light scattering, as opposed to [63]. This highlights the relevance of model-based methods in
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scenarios like those discussed in this chapter.

Table 4.6: Performance of learning methods on synthetic data.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>VCDNet</td>
<td>22.76</td>
<td>0.49</td>
</tr>
<tr>
<td>hyLFMNet</td>
<td>22.84</td>
<td>0.57</td>
</tr>
<tr>
<td>Neurons VCDNet</td>
<td>23.03</td>
<td>0.23</td>
</tr>
<tr>
<td>Neurons hyLFMNet</td>
<td>22.54</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Deep-Learning prior. In this section, we perform additional experiments using a self-supervised learning technique that aims to solve problems related to the lack of data for training.

Specifically, we use a deep-learning prior for reconstruction [75]. In Section 4.2, we proposed to use a customized ADMM algorithm to perform volume reconstruction. However, ADMM is a general tool that can also be used to impose a deep prior. Therefore, another approach to solve the LFM problem is to replace the proposed SIS prior with a deep-learning prior and use the ADMM algorithm for reconstruction, as proposed in [76] for medical image restoration. Thus, in this method, we aim to solve the inverse problem by assuming that the reconstructed volume is the output of a neural network with input $z$. Furthermore, an additional isotropic total variation prior is imposed as follows:

$$
\min_{\theta} \|H_{\delta}f_{\theta}(z) - g\|_2^2 + \|t\|_2^2 + \beta \|Df_{\theta}(z) - t\|_2^2,
$$

s.t. $Df_{\theta}(z) = t,$

(4.8)

where $f_{\theta}(z)$ is a neural network with learnable parameters $\theta$, $z$ is a fixed random vector and $D$ is the discrete gradient operator. To solve this problem we use ADMM, as proposed in [76]. The following sub-problems must be solved for each iteration $k$:

$$
\theta^{k+1} \in \arg \min_{\theta} \frac{1}{2}\|H_{\delta}f_{\theta}(z) - g\|_2^2 + \\
+ \frac{\beta}{2}\|Df_{\theta}(z) - t^k + \frac{\lambda^k}{\beta}\|_2^2,
$$

(4.9)
Figure 4.10: Reconstruction using ADMM with deep prior. Top, we show the in-focus plane, one $xz$, and one $yz$ slice of the ground truth volume, the reconstruction using ADMM with deep prior. All distances are measured in $\mu m$. Furthermore, below, we show additional slices for different depths. The shown PSNR and SSIM correspond to the whole volume. We use the Lilium Longiflorum Pollen [67] dataset. The light field images were created synthetically from the 3D volumes.

\[
\begin{align*}
\mathbf{t}^{k+1} &= \arg \min_{\mathbf{t}} \| \mathbf{t} \|_2^2 + \\
&\quad + \frac{\beta}{2} \| \mathbf{t} - (\mathbf{D} f_{\theta^{k+1}}(\mathbf{z}) + \frac{\lambda^k}{\beta}) \|_2^2, \\
\lambda^{k+1} &= \lambda^k + \beta (\mathbf{D} f_{\theta^{k+1}}(\mathbf{z}) - \mathbf{t}^k),
\end{align*}
\]

where Equation (4.9) is solved inexactly by applying a prefixed number of iterations of a gradient-based method using Adam optimizer. Equation (4.10) is solved directly since it is a least-square minimization, and the last equation (Eq. (4.11)) simply updates the dual variable $\lambda$.

The deep-learning-prior approach is evaluated using the pollen dataset described in the previous section. For this experiment, $\mathbf{z}$ is a random vector sampled from a uniform distribution. The structure of the network $f_{\theta}(\cdot)$ is a 2D-UNet, as proposed in previous works [43], [63] for supervised learning for LFM.

In Figure 4.10 we show the results after solving Equation (4.8) iteratively. The recovered volume has limited quality (PSNR=23.47) and suffers from reconstruction artifacts at different depths, for instance, at $z = -2$ and $z = 9$. These artifacts are not the classic square-like artifacts close to the native object plane; they appear to be due to
the structure of the network used. However, part of the volume structure is recovered at specific depths, for instance, at $z = -9$ and $z = -13$. As shown in Appendix B in the same conditions our model-based ADMM achieves PSNR 31.32. Furthermore, note in Figure 4.10 that the light field image re-synthesised from the reconstruction is almost identical to the input light field image (PSNR=56.62) since the problem is highly ill-posed. Hence, the proposed priors and settings are not enough to avoid obtaining undesired solutions for this particular experiment.

In addition, we would like to emphasize that this approach is highly demanding in terms of computation since one artificial neural network must be “trained” for each reconstruction. Specifically, to obtain the result shown in Figure 4.10 we fixed the number of inner iterations to 100, and we ran 1000 iterations for the outer loop [76]. As mentioned in the introduction, LFM usually seeks to reconstruct volume time series. Therefore, reconstruction approaches for LFM should take computational complexity into account. In our approach, we successfully achieved a balance between complexity and reconstruction performance.

4.4 Summary

We have experimentally shown that in an ideal scenario, perfect reconstruction can be achieved by using the pseudoinverse; however, this depends on the proper selection of the template functions and shifts defining the shift-invariant subspace. Furthermore, we propose a new 3D reconstruction algorithm for light field microscopy with improved PSNR and SSIM, fewer artifacts, and faster speed (lower computational complexity) than conventional methods. This is achieved by incorporating additional priors and using a specific algorithm based on ADMM. The improvement in computational time is due to the exploitation of the underlying low-rank property of the measurement matrix by either using a specific SVD or assuming that the reconstructed volume lies in a SIS. Experimentation on both synthetic and real data also demonstrate that our approach consistently outperforms conventional volume reconstruction approaches.
Chapter 5

Physics-based Deep Learning for Imaging Neuronal Activity via Two-photon and Light Field Microscopy

STUDYING the rapid dynamics of hundreds of neurons in brain tissue poses a challenge for conventional methods used in microscopy imaging. Typical optical techniques struggle to achieve simultaneous 3D imaging of multiple neurons since they focus on a single plane or point in space. Furthermore, brain tissue is scattering, which increases the difficulty of capturing high-quality images of neurons.

Deep learning is a potential tool to enable efficient 3D imaging of large population of neurons. In particular, it has shown potential to alleviate typical problems in LFM [63, 43, 65]. However, current learning approaches for LFM are tested under idealized settings that are difficult to achieve in many realistic situations. For instance, when studying neuronal activity in mammalian brain tissue, the sample is highly scattering, non-transparent and contains high background noise, which makes training artificial neural networks (ANN) challenging. On the other hand, model-based optimization approaches have shown to be more robust under these adverse experimental conditions [59, 60].

This chapter proposes a novel multimodal imaging approach leveraging the respective strengths of 2P microscopy and LFM. We label neurons in the mouse brain tissue
using two types of fluorescent proteins: TdTomato and jGCaMP8f. TdTomato captures the static neuron distribution in space, disregarding its activity. On the other hand, the jGCaMP8f is an indicator of calcium concentration which indirectly measures electrical, and therefore functional, activity in the brain. In our setting, we capture the distribution of the neurons in a 400-µm-thick brain slice labelled with the TdTomato protein at high resolution using 2P microscopy. Similarly, the LF microscope captures the corresponding LF images for different focal depths. This approach gives us a labelled dataset. In addition, multiple LF temporal sequences are captured from different brain samples using jGCaMP8f protein. The small labelled dataset and a fraction of the LF temporal sequences are used to train our network in a semi-supervised manner, as shown in Figure 5.1. After training, our network can reconstruct volume time series from LF sequences with high accuracy and speed, despite the temporal LF sequences being obtained with the jGCaMP8f protein, for which we do not have the ground truth volume.

We achieve these results by introducing a physics-driven deep neural network whose architecture is driven by precise modelling of the forward model in LFM and the fact that...
labelled neurons in tissue are sparse. We leverage the sparsity assumption to design the architecture by unfolding the ISTA algorithm. Finally, a Generative Adversarial Network (GAN) ensures achieving 2P level resolution in the reconstruction while exploiting the knowledge of the forward model, as in model-based approaches. Overall, this approach allows us to exploit the best of two optical techniques to achieve the accurate and fast reconstruction of volume time series of neuronal activity in mammalian brain tissue.

5.1 Problem Formulation

As mentioned in Chapter 2, a LF microscope can be described as a linear operator. In most cases, it is safe to ignore non-linear effects such as occlusion or non-constant refractive indexes of the medium [51]. Therefore, after discretization, a monochromatic (plenoptic 1.0) LF microscope can be represented in matrix form as follows:

$$\mathbf{y} = \mathbf{Hx},$$

(5.1)

where matrix $\mathbf{H} \in \mathbb{R}^{m \times n}$ maps a vectorized volumetric input $\mathbf{x} \in \mathbb{R}^{n}$ into a LF image $\mathbf{y} \in \mathbb{R}^{m}$. The number $n$ of voxels of the volume is usually much larger than the number $m$ of pixels of the LF image. In general, the size of $\mathbf{H}$ depends on the input and output sampling intervals, which are commonly chosen to be $T/s$ and $T/N$, respectively (assuming unit lens magnification for simplicity). The constant $T$ is the microlens pitch, $s$ is an arbitrarily chosen upsampling factor, and $N$ is the number of pixels under each microlens (per lateral axis).

The LF system is periodically shift-invariant per depth. If one shifts the input of the system laterally by $T$, the output is shifted by $N$ pixels, as shown in Figure 5.2 (a). This behaviour only occurs for shifts which are multiple of $T$. Therefore, for a fixed depth, the system can be modelled by using a filter bank, as in Figure 5.2 (d). Furthermore, the impulse response is unique for each depth, which is the property that allows for localization of sources at different depths, as shown in Figure 5.2 (b). Thus, to describe the whole system, we need one different filter bank per depth, as shown in Figure 5.2 (c). The input volume first passes through a slicing operator $S_i$ that selects the depth $z = i$ for $i = 1, 2, .., D$,
Figure 5.2: Filter bank representation of the LF forward model. When the input of the system is shifted laterally by a multiple of $T$, the output is also shifted by $T$, as shown in (a). If the input is shifted along the $z$-axis, the output shows different patterns per depth, as shown in (b). Thus, the output of a LF microscope $y$ can be described as the summation of the output of a group of filter banks. A slicing operator $S_i$ chooses the respective $i$-th depth of the 3D volume, which is the input of the $i$-th filter bank that outputs a LF image $y_i$, as in (c). As shown in (d), each filter bank has $s \times s$ branches, a downsampling factor of $s$ and an upsampling factor of $N$ for both lateral dimensions, where $s$ was chosen arbitrary when computing the measurement matrix $H$, and $N \times N$ is the number of pixels under each microlens.

where $D$ is the number of depths. Then, each slice is the input to the corresponding filter bank, i.e., for each $z = i$, the $i$-th filter bank outputs a LF image $y_i$. The final output of the microscope $y$ is the summation of all the $y_i$. Note that the structure of each filter bank is related to the measurement matrix of the system. Suppose there are $N \times N$ pixels under each microlens and the volume sampling interval for both lateral dimensions is $T/s$, in this case, the filter bank structure has $s \times s$ branches, the downsampling factor is $s$, and the upsampling factor is $N$, as shown in Figure 5.2 (d). As explained in Chapter [3](#), the input and output filter of each branch can be obtained from the measurement matrix $H$.

Note that the convolutions and filters are two-dimensional. Similarly, the downsampling factor $s$ and upsampling factor $N$ refer to both lateral dimensions.

In this chapter, we aim to solve the inverse problem derived from Equation (5.1) us-
5.2 Efficient implementations of the forward model

As mentioned in Chapter 3, the LF system can be described by a linear CNN. This description is fundamental for the derivation and implementation of the reconstruction method shown in this chapter. In this section, we convert the filter-bank model to efficient CNNs architectures to accelerate the computation of the forward model. Due to memory and computational-complexity constraints, it is useful to find efficient implementations of the forward CNN.

In Chapter 3, we used a CNN with two convolutional layers to help map the forward model to the filter banks. This description is shown in 5.3 (a). However, we can find other alternative architectures that simplify the implementation. First, the 3D input \( x \) is reshaped to obtain the new input \( x_r \), which has \( D \times s \times s \) channels, as shown in Figure 5.3 (b). Then, one can replace the two convolutional layers in Figure 5.3 (a) with a single convolutional layer, as shown in Figure 5.3 (b). Furthermore, we propose two different simplifications of the architecture based on two observations:

(a) Convolutional layers with large filters can usually be well-approximated by a sequence of convolutional layers with smaller filters. Therefore, it is realistic to describe the original system with a series of convolutional layers, as shown in Figure 5.3 (d). We ensure this architecture uses fewer parameters than the single convolution and also ensure that the size of the equivalent filter is the same as the original one by choosing the filter size \( l \) and the number of channels \( c \) accordingly. Note that the weights of the network can be learned from the theoretical matrix \( H \). We use this architecture when we need to apply the forward CNN \( f(\cdot) \) to a given input volume.
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Figure 5.3: Forward model as a CNN. We show four different linear CNNs architectures that transform a 3D input image \( x \) with \( D \) depths into a LF image \( y \) with \( N \times N \) views, where \( N \times N \) is the number of pixels under each microlens. The model (a) is a novel form to describe the forward model without losing accuracy. Note that in (a) the image \( x \) is input directly while in models (c)-(d) the input \( x \) is first reshaped to obtain \( x_r \), as shown in (b). In (c) we use a single layer to describe the system. The model in (a) can always be converted into the single convolutional layer shown in (c) while in (d) we approximate the system by a sequence of convolutional layers with filters of smaller size \( l \). Finally, a second approximation is shown in (e), where the first layer \( h(\cdot) \), named compressed forward CNN, outputs \( V \) channels, and the second layer recovers the \( N \times N \) views with filters of unit size. The notation \( \text{Conv}2D(\cdot, \cdot, \cdot, \cdot, \cdot) \) means a 2D convolutional layer with parameters ordered as follows: number of input channels, number of output channels, the height of the filter, width of the filter, and stride. If the stride is omitted, it means unit stride.

(b) The number of channel outputs greatly impacts the number of parameters. For instance, in our setting \( N \times N = 19 \times 19 \). Therefore, we can reduce the number of views to a smaller value \( V \) to reduce computational complexity. Then, to restore the original number of views \( (N \times N) \), we can add a linear convolutional layer with filters of unit size, as shown in Figure 5.3 (e). Since the sub-aperture images are usually highly correlated, it is feasible to perform this linear approximation without significantly impairing the accuracy of the model. The definition of the compressed forward CNN \( h(\cdot) \) in Figure 5.3 (e), is relevant since it is connected to our reconstruction approach.

In the sequel we use \( f(\cdot) \) to compute the forward model, while the compressed forward CNN \( h(\cdot) \) is used in the reconstruction network. This will be clarified in the
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In this section, we design a CNN that considers the physics of the system to perform the reconstruction. The architecture of our network is constructed using the unfolding technique \cite{78} and is obtained by unrolling sparsity-driven algorithms for reconstruction. Furthermore, our network is trained in a semi-supervised manner to alleviate the lack of data which is a typical issue for applications in neuroscience.

5.3.1 Deep neural network architecture for volume reconstruction

Large distributions of labelled neurons can be modelled as compact cell bodies sparsely distributed in brain tissue \cite{1}. Therefore, to reconstruct high-quality 3D volumes, we can consider the following optimization approach that promotes sparsity in the reconstruction:

\[
\arg \min_\mathbf{x} \| \mathbf{Hx} - \mathbf{y} \|^2_2 + \| \mathbf{x} \|_1,
\]

where $\mathbf{y}$ is a given LF image, $\mathbf{x}$ is the reconstructed volume. This problem can be solved using the Iterative Shrinkage-Thresholding Algorithm (ISTA) \cite{79} by computing at each iteration:

\[
\mathbf{x}^{k+1} = T_\lambda(\mathbf{x}^k - \mathbf{H}^T \mathbf{Hx}^k + \mathbf{H}^T \mathbf{y}),
\]

where $T_\lambda$ is the soft-thresholding operator with parameter $\lambda$. One can interpret each iteration of ISTA as a layer of a neural network with fixed weights. Therefore, it is possible to design a neural network architecture based on ISTA. LISTA \cite{78} (the learned version of ISTA) is a neural network built such that each layer corresponds to one iteration of ISTA. Effectively, each layer of LISTA implements the following step:

\[
\mathbf{x}^{k+1} = T_\lambda(\mathbf{x}^k - \mathbf{H}_1^T \mathbf{H}_2 \mathbf{x}^k + \mathbf{H}_3^T \mathbf{y}),
\]

where $\mathbf{H}_1, \mathbf{H}_2$ and $\mathbf{H}_3$ are matrices of same size and structure as $\mathbf{H}$. These matrices are the parameters of the network that can be learned using a proper loss function. Note that, contrary to \cite{78}, we do not fuse the product $\mathbf{H}_1^T \mathbf{H}_2$ into a single matrix since we want
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Figure 5.4: CNN architecture. Our reconstruction network $g(\cdot)$ is composed of (1) a compression layer $c(\cdot)$, which is a linear convolutional layer with $N \times N$ input channels and $V$ output channels and (2) a LISTA network. At each layer of LISTA we use the architecture of the compress forward CNN $h(\cdot)$ shown in Figure 5.3 and the adjoint operator $h^T(\cdot)$. The LISTA network is composed of $K$ layers.

to keep the structure of each factor. This version of LISTA uses the soft-thresholding as the element-wise non-linearity due to the $l_1$ constraint in Equation (5.2). However, ISTA can be used with different types of non-linearities related to the prior imposed, as explained in [80]. For instance, replacing $T_\lambda$ with a rectified linear unit (Relu) imposes non-negativity, and replacing it with a ReLU with a bias term imposes sparsity and non-negativity. In our case, $x$ is sparse and non-negative. Therefore, we propose a LISTA network that uses a ReLU with a bias term as non-linearity:

$$x^{k+1} = \text{ReLU}(x^k - H_1^k h_1^k(x^k) + H_2^k y + H_3^k y + \lambda^k),$$

(5.5)

where $\lambda^k$ is a learnable bias. Furthermore, the custom $\{H_i^k\}_{i=1}^3$ for each unfolded iteration $k$ gives the network more capabilities without compromising its simplicity.

In many practical cases, the described LISTA network cannot be used directly to solve the volume reconstruction problem. The size and structure of the matrix $H$ make it computationally prohibitive to perform matrix multiplications repeatedly. Therefore, we propose using the compressed forward CNN $h(\cdot)$ proposed in Section 5.1 to reduce the computational complexity. The final architecture of our network is, therefore, described as follows:

$$x^{k+1} = \text{ReLU}(x^k - h_1^T h_1^k(x^k) + h_2^T c(y) + \lambda^k),$$

(5.6)

where we have replaced matrices $H_i^k$ in Equation (5.5) with the linear mappings $\{h_i\}_{i=1}^3$. 
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Figure 5.5: Training of our GAN architecture. In (a), we show how the LISTA network $g(\cdot)$ is trained using a content loss and an adversarial loss computed from a critic $D(\cdot)$. The content loss is computed using a few labelled data pairs, unlabelled LF data, and the known forward model $f(\cdot)$. In (b), we show the architecture of the critic $D(\cdot)$ designed following typical techniques for 3D GANs [81].

The computation of all the \( \{ h_i \}_{i=1}^3 \) is determined by the architecture of the compressed forward CNN derived from physics and explained in Section 5.1. Note that the structure of the adjoint operators (transpose) \( \{ h_i^T \}_{i=1}^3 \) in Equation (5.6) can be easily computed from the permutation of the weights of \( h(\cdot) \). Furthermore, the input of the network is \( c(y) \) rather than \( y \). The mapping \( c(\cdot) \) is defined as a single linear convolutional layer with \( N \times N \) input channels and \( V \) output channels and filters of unit size. By having \( V \) output channels, \( c(\cdot) \) is compatible with the input size of the operators \( \{ h_i^T \}_{i=1}^3 \). For this compression step, we found unit-size filters to be effective; however, filters of any size could be used. We highlight that the coefficients of the compression layer \( c(\cdot) \) are learned together with LISTA. The end-to-end network \( g(\cdot; \theta) \), where \( \theta \) represents the learnable parameters of the network, is shown in Figure 5.4. If additional simplification is needed, some convolutional layers in \( g(\cdot) \) can be replaced by a sequence of convolutional layers with smaller filters.
5.3.2 Training Strategy

We learn the parameters $\theta$ of our LISTA network $g(\cdot; \theta)$ with a proper loss function and a mixture of labelled and unlabelled datasets. In our scenario, a labelled dataset comprises LF images and the corresponding 2P volumes. For many applications in LFM, capturing a huge labelled dataset is too expensive or even unfeasible. For instance, when studying the behavior of neurons in mammalian tissue, capturing a clean 3D label is challenging due to the scattering media. Furthermore, using only synthetic data for training is problematic if noise and other imperfections are not appropriately modelled.

In our setting, we propose acquiring a very small labelled training dataset. We label neurons in a single brain sample using TdTomato fluorophore. The TdTomato allows capturing the static distribution of the neurons in space using both 2P and LF modalities. The 2P raster scanning modality provides the ground truth volume that can be paired with the LF images acquired with the same fluorophore. Therefore, to train LISTA we exploit the small labelled dataset, the large amount of unpaired LF images, and the knowledge of the forward model. The training loss is stated as follows:

$$\frac{1}{M} \sum_{i=1}^{M} L_{c1}(x^i, \hat{x}^i) + \frac{1}{K} \sum_{j=1}^{K} L_{c2}(y^j, \hat{y}^j) + L_{adv}(g(y^j)), \quad (5.7)$$

where $x^i$ is the 2P 3D image, $\hat{x}^i$ is the network reconstruction, $y^i$ is a LF image, $M$ is the number of 3D samples, $K$ is the number of LF samples and $\hat{y}^i = f(g(y^i))$, where $f(\cdot)$ is the known forward CNN. Notice that the operator $f(\cdot)$ is fixed since it is already known and is based on the model [51]. The loss $L_{c1}(\cdot)$ is the 2P content loss computed on the labelled dataset. The loss $L_{c2}(\cdot)$ is the LF content loss, which ensures that the re-synthesized LF computed from the recovered volume is close to the original LF image. The adversarial loss $L_{adv}(\cdot)$ makes the recovered volume look realistic. The adversarial loss $L_{adv}(\cdot)$ is computed from a trainable critic $D(\cdot)$, which works as a regularizer. We interpret this loss as a dynamic regularizer that is updated simultaneously with LISTA parameters during training. Note that only $L_{c1}(\cdot)$ needs a labelled dataset, while $L_{c2}(\cdot)$ and $L_{adv}(\cdot)$ need LF images and unpaired 2P data, respectively.

The type of loss shown in Equation (5.7) has been first proposed as a supervised-learning technique for single image super-resolution [82]. Furthermore, learning regularizers
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In this section, we show the performance of our approach by imaging mouse brain tissue with both LF and 2P modalities (see Appendix C). We compare the performance of our method with state-of-the-art model-based and learning-based methods for reconstructing structural and functional LF data.

5.4.1 Experimental Setup

The LF microscope is modelled as follows: numerical aperture =1, refractive index =1.33, wavelength =514 nm for jGCaMP8f and 580 nm for TdTomato fluorophore, magnification =25, microlens pitch =125 µm, microlens focal length = 1250 µm, tube lens focal length = 0.18 m, pixels per microlens =19 × 19.

We compare our method with two model-based approaches: ISRA, a variant of RL algorithm [61] and the ADMM approach proposed in ChapterA. Furthermore, we evaluate other learning-based approaches by adapting the LFMNet [43], HyLFM [65], and VCD-Net [63] to work with our specifications based on the respective code made available online.

To train our network and to evaluate model-based approaches, we use the conventional theoretical forward model used for reconstruction proposed by Broxton et al. [51].

We imaged mouse brain slices expressing TdTomato fluorescent protein with a 2P microscope to capture the spatial distribution of the network of neurons. The captured stack contains 80 planes taken at steps of 2 µm. Then, we generate 28 volumes with 53 slices each. The first volume includes planes 1 to 53. The second one contains planes 2 to 54, and so on. Similarly, we capture the corresponding LF stack with 28 images. Therefore, we have a training dataset with 28 training pairs taken from a single brain slice.
For evaluation, we capture another dataset of the same size from a different brain sample. In addition, we capture temporal LF sequences from samples labelled with genetically encoded calcium indicators (jGCaMP8f). We acquire 3 different temporal sequences with 500 LF images each. We took the first 80 LF images from each one for training. This additional training dataset only contains LF images without any 2P label. In our experiments, the 2P data is acquired only once and is not updated when evaluating different sample tissues.

Due to the dimensionality of the dataset, data augmentation is needed to alleviate data over-fitting. Specifically, we perform data augmentation by using random reflections on the $x$, $y$, and $z$-axis and axes swapping on the $x$, $y$ dimension of the volume. We modify the LF data accordingly as well. Furthermore, we use patch-based training to reduce memory consumption.

### 5.4.2 Deep-learning Setup

To initialize the network, we pre-train it using only the labeled dataset. For this step, we use only the first content loss $L_{c1}(\cdot)$ in Equation (5.7), which is chosen to be the normalized mean square error loss as follows:

$$L_{c1}(x, \hat{x}) = \frac{1}{\|x\|_2^2} \|x - \hat{x}\|_2^2,$$

where $x$ is the 2P 3D image and $\hat{x}$ is the 3D image reconstructed by the network.

Once the network is initialized, all the losses in Equation (5.7), including the previous $L_{c1}(\cdot)$ are considered in the minimization. The second content loss named $L_{c2}(\cdot)$ is given by the following equation:

$$L_{c2}(y, \hat{y}) = \|y_n - \hat{y}_n\|_2^2,$$

where the subscript $n$ represents mean normalization, which is performed as follows:

$$y_n = y - E_{d \times d}[y],$$

where the notation $E_{d \times d}[\cdot]$ means that the expected value is computed for regions of size
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$d \times d$ pixels in the spatial dimensions. Specifically, each sub-aperture image of the LF $y$ is divided into a grid of squares of size $d \times d$ pixels, then the expected value is subtracted from each square to obtain $y_n$. This normalization allows focusing on reconstructing details in each sub-aperture image of the LF rather than background noise. In our experiments, the value $d$ is experimentally chosen to be 8. For those familiar with wavelets, this procedure can be interpreted as subtracting the level 3 Haar approximation from each view in $y$. Thus, the loss only considers the horizontal, vertical, and diagonal details of levels 1, 2, and 3.

The adversarial loss in Equation (5.7), $\mathcal{L}_{adv}(\cdot)$ is determined by the discriminator $D(\cdot)$. The discriminator tries to assign different scores to the real 3D data and to the reconstruction from the network $g(\cdot)$. We name $\mathbb{P}_\theta$ the probabilistic distribution of real 3D volumes and $\mathbb{P}_r$ the distribution of 3D reconstructions from the network. Then, the adversarial loss is given by:

$$\mathcal{L}_{adv}(x) = \mathbb{E}_{x \sim \mathbb{P}_\theta}[(D(x) - a)^2],$$

where $a = 1$ and the architecture of $D(\cdot)$ is depicted in Figure 5.5 (b). The discriminator was designed by following standard architectures used for 3D GANs [81]. The expected value $\mathbb{E}[\cdot]$ is approximated by computing the mean on a batch of volumes generated by LISTA. Finally, the discriminator is trained by using the loss

$$\mathbb{E}_{x \sim \mathbb{P}_\theta}[(D(x) - b)^2] + \mathbb{E}_{x \sim \mathbb{P}_r}[(D(x) - a)^2],$$

where $a = 1$, $b = -1$. As mentioned previously, the first expected value is computed on the batch of volumes generated with LISTA. Similarly, the second expected value is computed on batches of real data. Intuitively, the discriminator is trained to assign a 1 if the input has the 2P quality and a $-1$ if the input is generated by $g(\cdot)$ and does not have 2P quality. At the same time, $g(\cdot)$ tries to make $D(\cdot)$ to assign a 1 by improving the reconstruction quality. This training procedure is part of a standard technique proposed in [84] to train LSGANs.
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Figure 5.6: Reconstruction using real LF data from acute mouse brain slices expressing TdTomato fluorophore. In part (a), the first three rows show the 2P 3D image used as ground truth, and the reconstruction using two model-based approaches: ISRA and ADMM, respectively. Furthermore, in the next two rows we evaluate the state-of-the-art LFMNet proposed in [43] and we show our approach. We show several slices for different depths. This reconstruction corresponds to the performance shown in the first row in Table 5.1. In part (b), we show performance for a LF image with a deeper focal depth, corresponding to the row 28 in Table 5.1. The performance of all methods degrades when imaging deeper in the tissue. Note that our method achieves the best performance in terms of both PSNR and SSIM. The shown PSNR and SSIM are measured for the whole plane at each depth. Measures on the whole volume are shown in Table 5.1. All the distances are measured in $\mu$m. The settings used to capture both the LF image and 2P image are specified in Section 5.4.
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5.4.3 Reconstruction of Structural 3D images from Ligh Field images

In this section, we evaluate the performance of our method for reconstructing 3D images from a single LF image. We use unseen samples to measure the reconstruction performance by measuring the Peak Signal to Noise Ratio (PSNR) and Structural Similarity Index Measure (SSIM). The neurons in this sample are labelled with the TdTomato fluorescent fluorophore. Since this fluorophore is bright every time it is illuminated, these LF images only give structural information and do not show neuronal activity. As mentioned previously, we captured 28 LF images for training and 28 from a different sample for testing. Each LF image corresponds to a focal depth ranging from 0 to 54µm. From every LF image, we reconstruct a volume of size $321 \times 321 \times 53$ voxels covering a range $533.3 \times 533.3 \times 104 \, \mu m^3$. The size of each LF image is $2033 \times 2033$ pixels.

The number of iterations used for model-based reconstruction must be chosen properly to avoid noise amplification. As mentioned in previous works [2], [62], [19], a typical empirical number of iterations used for ISRA is between 8 and 10. We fixed this value to 8 for both ISRA and ADMM. Our LISTA network comprises 6 unfolded iterations. Remarkably, 6 unfolded iterations of LISTA are enough to outperform competing methods.

The LISTA network achieves better average performance than competing methods in a focal depth range of 54 µm in terms of PSNR and SSIM. In Table 5.1 we show the performance for LF images taken at different focal depths; they are taken at steps of 2µm. The depth index in Table 5.1 increases as the depth increases. Note that all methods are affected by scattering as the depth increases. Even though all learning methods outperform model-based reconstruction approaches, our method achieves the best performance in both PSNR and SSIM. The shown PSNR and SSIM are measured on the whole volume. In our experiments, the LFMNet achieved better performance among competing methods. Since the learning-based methods are trained with a very small dataset compared to the size of the dataset used in [43], [65], [63], their performance may be affected. In contrast, our method is more robust under this adverse condition. Furthermore, deep-learning methods are much faster than model-based approaches. Table 5.2 shows the average computational time to reconstruct a volume from a single LF image. All the methods were evaluated on a GeForce GTX 1080 Ti.
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<table>
<thead>
<tr>
<th>Depth Index</th>
<th>ISRA</th>
<th>ADMM</th>
<th>VCDNet</th>
<th>HyLFM</th>
<th>LFMNet</th>
<th>Ours</th>
<th>ISRA</th>
<th>ADMM</th>
<th>VCDNet</th>
<th>HyLFM</th>
<th>LFMNet</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>28.76</td>
<td>29.55</td>
<td>30.84</td>
<td>31.48</td>
<td>31.02</td>
<td><strong>34.19</strong></td>
<td>0.64</td>
<td>0.62</td>
<td>0.65</td>
<td>0.67</td>
<td>0.64</td>
<td><strong>0.82</strong></td>
</tr>
<tr>
<td>2</td>
<td>28.84</td>
<td>30.16</td>
<td>32.09</td>
<td>32.04</td>
<td>30.98</td>
<td><strong>34.34</strong></td>
<td>0.60</td>
<td>0.68</td>
<td>0.72</td>
<td>0.70</td>
<td>0.64</td>
<td><strong>0.82</strong></td>
</tr>
<tr>
<td>3</td>
<td>27.32</td>
<td>28.32</td>
<td>31.09</td>
<td>31.89</td>
<td>30.53</td>
<td><strong>33.88</strong></td>
<td>0.55</td>
<td>0.61</td>
<td>0.66</td>
<td>0.68</td>
<td>0.62</td>
<td><strong>0.79</strong></td>
</tr>
<tr>
<td>4</td>
<td>26.22</td>
<td>28.54</td>
<td>29.89</td>
<td>32.89</td>
<td>29.98</td>
<td><strong>33.20</strong></td>
<td>0.50</td>
<td>0.56</td>
<td>0.62</td>
<td>0.74</td>
<td>0.60</td>
<td><strong>0.75</strong></td>
</tr>
<tr>
<td>5</td>
<td>24.95</td>
<td>27.54</td>
<td>29.82</td>
<td>32.87</td>
<td>30.84</td>
<td><strong>33.18</strong></td>
<td>0.46</td>
<td>0.53</td>
<td>0.59</td>
<td>0.61</td>
<td>0.60</td>
<td><strong>0.75</strong></td>
</tr>
<tr>
<td>6</td>
<td>25.37</td>
<td>26.97</td>
<td>28.79</td>
<td><strong>33.00</strong></td>
<td>29.93</td>
<td>32.99</td>
<td>0.48</td>
<td>0.57</td>
<td>0.57</td>
<td>0.75</td>
<td>0.60</td>
<td><strong>0.74</strong></td>
</tr>
<tr>
<td>7</td>
<td>26.36</td>
<td>27.56</td>
<td>28.94</td>
<td>31.68</td>
<td>31.18</td>
<td><strong>33.33</strong></td>
<td>0.44</td>
<td>0.58</td>
<td>0.57</td>
<td>0.68</td>
<td>0.65</td>
<td><strong>0.76</strong></td>
</tr>
<tr>
<td>8</td>
<td>26.58</td>
<td>27.90</td>
<td>29.35</td>
<td>29.97</td>
<td>31.57</td>
<td><strong>33.62</strong></td>
<td>0.43</td>
<td>0.58</td>
<td>0.59</td>
<td>0.61</td>
<td>0.67</td>
<td><strong>0.78</strong></td>
</tr>
<tr>
<td>9</td>
<td>26.08</td>
<td>28.07</td>
<td>29.69</td>
<td>30.09</td>
<td>32.41</td>
<td><strong>33.84</strong></td>
<td>0.41</td>
<td>0.60</td>
<td>0.61</td>
<td>0.62</td>
<td>0.71</td>
<td><strong>0.80</strong></td>
</tr>
<tr>
<td>10</td>
<td>25.14</td>
<td>27.47</td>
<td>29.77</td>
<td>30.22</td>
<td>31.16</td>
<td><strong>33.38</strong></td>
<td>0.48</td>
<td>0.56</td>
<td>0.60</td>
<td>0.61</td>
<td>0.62</td>
<td><strong>0.77</strong></td>
</tr>
<tr>
<td>11</td>
<td>25.49</td>
<td>27.90</td>
<td>31.12</td>
<td>30.22</td>
<td>30.94</td>
<td><strong>33.28</strong></td>
<td>0.40</td>
<td>0.50</td>
<td>0.68</td>
<td>0.62</td>
<td>0.65</td>
<td><strong>0.77</strong></td>
</tr>
<tr>
<td>12</td>
<td>24.95</td>
<td>26.77</td>
<td>30.24</td>
<td>29.38</td>
<td>29.03</td>
<td><strong>32.65</strong></td>
<td>0.47</td>
<td>0.55</td>
<td>0.53</td>
<td>0.56</td>
<td>0.56</td>
<td><strong>0.73</strong></td>
</tr>
<tr>
<td>13</td>
<td>25.00</td>
<td>26.43</td>
<td>30.03</td>
<td>29.79</td>
<td>31.36</td>
<td><strong>32.25</strong></td>
<td>0.48</td>
<td>0.55</td>
<td>0.63</td>
<td>0.60</td>
<td>0.67</td>
<td><strong>0.72</strong></td>
</tr>
<tr>
<td>14</td>
<td>25.08</td>
<td>27.65</td>
<td>29.90</td>
<td>29.96</td>
<td>30.17</td>
<td><strong>31.77</strong></td>
<td>0.47</td>
<td>0.59</td>
<td>0.61</td>
<td>0.60</td>
<td>0.61</td>
<td><strong>0.68</strong></td>
</tr>
<tr>
<td>15</td>
<td>25.41</td>
<td>27.68</td>
<td>29.51</td>
<td>29.26</td>
<td>29.11</td>
<td><strong>31.48</strong></td>
<td>0.48</td>
<td>0.60</td>
<td>0.60</td>
<td>0.57</td>
<td>0.57</td>
<td><strong>0.67</strong></td>
</tr>
<tr>
<td>16</td>
<td>24.88</td>
<td>27.48</td>
<td>29.19</td>
<td>29.13</td>
<td>28.39</td>
<td><strong>31.10</strong></td>
<td>0.47</td>
<td>0.58</td>
<td>0.58</td>
<td>0.52</td>
<td>0.53</td>
<td><strong>0.65</strong></td>
</tr>
<tr>
<td>17</td>
<td>24.50</td>
<td>27.11</td>
<td>28.20</td>
<td>27.12</td>
<td>28.54</td>
<td><strong>30.69</strong></td>
<td>0.45</td>
<td>0.56</td>
<td>0.53</td>
<td>0.48</td>
<td>0.54</td>
<td><strong>0.63</strong></td>
</tr>
<tr>
<td>18</td>
<td>24.91</td>
<td>26.71</td>
<td>29.76</td>
<td>28.94</td>
<td>28.75</td>
<td><strong>31.54</strong></td>
<td>0.43</td>
<td>0.55</td>
<td>0.60</td>
<td>0.48</td>
<td>0.55</td>
<td><strong>0.67</strong></td>
</tr>
<tr>
<td>19</td>
<td>22.63</td>
<td>25.42</td>
<td>29.93</td>
<td>26.09</td>
<td>27.28</td>
<td><strong>28.89</strong></td>
<td>0.39</td>
<td>0.50</td>
<td>0.44</td>
<td>0.44</td>
<td>0.49</td>
<td><strong>0.56</strong></td>
</tr>
<tr>
<td>20</td>
<td>22.28</td>
<td>25.03</td>
<td>27.54</td>
<td>27.45</td>
<td>27.85</td>
<td><strong>31.53</strong></td>
<td>0.38</td>
<td>0.49</td>
<td>0.50</td>
<td>0.49</td>
<td>0.54</td>
<td><strong>0.66</strong></td>
</tr>
<tr>
<td>21</td>
<td>20.80</td>
<td>23.57</td>
<td>25.86</td>
<td>27.00</td>
<td>27.31</td>
<td><strong>30.08</strong></td>
<td>0.33</td>
<td>0.45</td>
<td>0.43</td>
<td>0.47</td>
<td>0.49</td>
<td><strong>0.60</strong></td>
</tr>
<tr>
<td>22</td>
<td>21.19</td>
<td>23.06</td>
<td>26.74</td>
<td>26.86</td>
<td>27.89</td>
<td><strong>31.42</strong></td>
<td>0.34</td>
<td>0.45</td>
<td>0.47</td>
<td>0.41</td>
<td>0.33</td>
<td><strong>0.60</strong></td>
</tr>
<tr>
<td>23</td>
<td>23.60</td>
<td>23.47</td>
<td>25.80</td>
<td>26.15</td>
<td>28.32</td>
<td><strong>30.60</strong></td>
<td>0.35</td>
<td>0.44</td>
<td>0.43</td>
<td>0.44</td>
<td>0.52</td>
<td><strong>0.60</strong></td>
</tr>
<tr>
<td>24</td>
<td>21.43</td>
<td>23.51</td>
<td>25.36</td>
<td>26.42</td>
<td>27.74</td>
<td><strong>30.31</strong></td>
<td>0.35</td>
<td>0.44</td>
<td>0.42</td>
<td>0.45</td>
<td>0.50</td>
<td><strong>0.61</strong></td>
</tr>
<tr>
<td>25</td>
<td>20.21</td>
<td>23.32</td>
<td>26.28</td>
<td>26.02</td>
<td>27.92</td>
<td><strong>30.54</strong></td>
<td>0.34</td>
<td>0.47</td>
<td>0.45</td>
<td>0.43</td>
<td>0.54</td>
<td><strong>0.62</strong></td>
</tr>
<tr>
<td>26</td>
<td>20.46</td>
<td>23.19</td>
<td>27.35</td>
<td>25.47</td>
<td>27.88</td>
<td><strong>28.99</strong></td>
<td>0.32</td>
<td>0.46</td>
<td>0.49</td>
<td>0.41</td>
<td>0.40</td>
<td><strong>0.62</strong></td>
</tr>
<tr>
<td>27</td>
<td>19.80</td>
<td>22.62</td>
<td>27.80</td>
<td>24.58</td>
<td>26.70</td>
<td><strong>30.66</strong></td>
<td>0.30</td>
<td>0.43</td>
<td>0.50</td>
<td>0.38</td>
<td>0.45</td>
<td><strong>0.62</strong></td>
</tr>
<tr>
<td>28</td>
<td>19.30</td>
<td>22.09</td>
<td>26.26</td>
<td>25.05</td>
<td>27.16</td>
<td><strong>31.06</strong></td>
<td>0.28</td>
<td>0.42</td>
<td>0.44</td>
<td>0.39</td>
<td>0.47</td>
<td><strong>0.63</strong></td>
</tr>
</tbody>
</table>

Mean: 24.09, 26.25, 28.68, 29.85, 29.31, **31.94**, 0.44, 0.54, 0.56, 0.50, 0.57, **0.69**

Table 5.1: PSNR and SSIM for real IF data of neurons imaged using TdTomato fluorophore.

### Table 5.2: Computational time.

<table>
<thead>
<tr>
<th></th>
<th>ISRA</th>
<th>ADMM</th>
<th>VCDNet</th>
<th>HyLFM</th>
<th>LFMNet</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (s)</td>
<td><strong>234.69</strong></td>
<td><strong>237.63</strong></td>
<td>0.092</td>
<td>0.195</td>
<td>0.111</td>
<td><strong>0.026</strong></td>
</tr>
</tbody>
</table>

As shown in Figure 5.6, the LISTA network achieves better qualitative reconstruction performance than other methods. In Figure 5.6 (a) and (b), we show visual results for two different depths corresponding to index 1 and 28 in Table 5.1 respectively. ISRA introduces square-like artifacts strongly present near the in-focus plane, approximately from $z = -8\,\mu m$ to $z = 8\,\mu m$ in part (a) and from $z = 48\,\mu m$ to $z = 64\,\mu m$ in (b). The ADMM can effectively remove these artifacts; however, both ISRA and ADMM are affected by background noise and scattering. As one goes deeper into the tissue, the model-based methods are more affected by scattering. It is notable that learning methods achieve better performance than model-based approaches and are remarkably less affected by noise. However, our approach is visually closer to the ground truth and achieves higher PSNR.
and SSIM than other learning methods. For instance, see plane $z = 48 \, \mu m$. Also, note in $z = 64 \, \mu m$ that the LFMNet incorrectly reconstructs neurons from neighbour depths.

### 5.4.4 Reconstruction of volume time series from LF images

In this section, we evaluate the performance of our method for reconstructing a temporal sequence of 3D volumes from temporal sequences of LF images. The LF sequence captures the activity of neurons labelled with the jGCaMP8f calcium indicator at different times focused at a fixed focal depth. The jGCaMP8f is a fluorophore that increases its fluorescence intensity when the neurons fire. In this case, the ground truth data is unavailable since it is impossible to capture the activity of many neurons in 3-D with scanning-based techniques. We evaluate our approach on 3 LF sequences with 500 frames. As mentioned previously, only the first 80 LF images per sequence were used for training (with no labels), while the rest of LF images were unseen by the network.

Our LISTA network performs better than model-based approaches, while the state-of-the-art neural networks fail to reconstruct volumes for jGCaMP8f-labelled brain tissues. In Figure 5.7, we show the visual performance of ISRA, ADMM, and our method for reconstruction of one frame of the sequence (300th frame). We show two different samples in part (a) and (b). Even though the LFMNet [43] achieved satisfactory performance in the previous section, it generalizes poorly to the reconstruction of the temporal sequence due to the small training dataset. A more specific reason is that the use of a different fluorophore, the jGCaMP8f, implies samples with different noise levels and light sources with different wavelengths than those used for training. Figure 5.7 suggests that model-based methods are more robust under these adverse conditions than learning-based approaches, as mentioned in the introduction. However, model-based methods are heavily affected by scattering.

In addition, ISRA introduces strong artifacts near the plane $z = 0$. In our approach, we exploit the knowledge of the forward model and the few available labels to achieve remarkable reconstruction performance.

Our training loss is designed to avoid amplifying noise from scattering. In Figure 5.8, we show the LF images synthesized from the reconstructed volumes. We display $3 \times 3$ views per LF image from the total $19 \times 19$ views. The re-synthesized LF image from ADMM shows that noise is reduced compared to the ISRA approach since the ADMM method
Figure 5.7: Reconstruction using real LF data from acute mouse brain slices expressing the calcium indicator jGCaMP8f. The indicator jGCaMP8f is suitable to perform functional imaging of neurons. The labels (a) and (b) indicate two different samples. The first row shows the 2P 3D image of the static tdTomato fluorophore used as a reference since the ground truth (2P jGCaMP8f volume) is unavailable. We show a particular reconstructed frame from a 500-frames sequence, see Section 5.4.4 for details. We included the performance of the LFMNet [43] and two model-based approaches for comparison: ISRA and ADMM. We show different slices corresponding to different depths. All the distances are measured in $\mu m$. The settings used to capture both the LF image and the 2P 3D image are specified in Section 5.4.
Figure 5.8: Visual comparison of sub-aperture images. We show 9 different sub-aperture images (views) for 4 different cases: views from the raw LF data, LF synthesised from ISRA reconstruction, LF synthesised from ADMM method, and LF synthesised from our LISTA approach. Both model-based methods reconstruct noisy regions in the sub-aperture images that do not carry any meaningful information, which translates into a noisy 3D reconstruction. On the other hand, our approach can accurately reconstruct every neuron’s footprint while significantly reducing noise from scattering.

...imposes additional regularizers in the objective function. However, noise in the tissue region is still significant. Our approach greatly reduces noise while reconstructing every neuron footprint in the ground truth LF image. We achieve this remarkable performance due to the adversarial regularizer and the specialized content losses used for training.

Our approach provides a new powerful tool to study fast temporal evolution of neurons in mammalian brain tissue. In Figure 5.9, we show reconstruction of temporal evolution of neurons. We show three brain samples in parts (a), (b), and (c). For this...
5.5 Summary

We have introduced a physics-driven deep neural network to reconstruct 3D volumes from LF sequences. The architecture of the network is based on the observation that labelled neurons in tissues are sparse, which naturally leads to an architecture based on unfolding the ISTA algorithm. Moreover, we show how the forward model of a LF microscope can be described using CNNs, and this physics-driven architecture is also included in the network.

Figure 5.9: Reconstruction of the temporal evolution of neuron activity in brain tissue. Our LISTA network allows fast reconstruction of volume time series from LF data of mammalian brain tissue expressing the calcium indicator jGCaMP8f. The labels (a), (b), and (c) indicate three different sample tissues. We show several slices containing active neurons, the neuron of interest is marked in cyan. On top of each slice, we show the temporal evolution of the neuron. The horizontal axis shows time in seconds, the vertical axis shows the normalized intensity. The normalization is performed per sample between the selected neurons. Our method reconstructs 500 frames (500 3D images) in this experiment, a computationally demanding task with conventional model-based methods. The LF imaging rate is 50 Hz. All the distances are measured in µm. Other additional settings are specified in Section 5.4.

Since the imaging rate is 50 Hz, we show 10 seconds of neuronal activity. Note how neurons located at different positions in the 3D space show different activity.
Finally, we use GANs and exploit the theoretical forward model to train our network with a small labelled dataset.

We show that our method achieves better reconstruction quality for reconstructing temporal LF sequences imaged with the jGCaMP8f indicator than other state-of-the-art methods. None of the competing learning-based methods can perform this task. Furthermore, we also showed better performance than standard model-based and learning-based methods in terms of PSNR and SSIM for reconstructing structural 2P volume imaged using the TdTomato fluorophore. Although LFM cannot penetrate as deep into scattering tissue as functional 2P imaging, our 2P-enhanced LFM strategy enables light-efficient volume acquisition at fast rates, essential to capturing neuronal dynamics transduced by fast sensors such as jGCaMP8f [72].

This chapter describes a practical method to perform 3D reconstruction for LF microscopy under adverse acquisition conditions when imaging mammalian brain tissue. We believe that the proposed method could be helpful even beyond this specific scenario, and it could inspire similar solutions for other types of inverse problems.
Chapter 6

Conclusions

6.1 Summary of Thesis Achievements

In this thesis, we considered the problem of reconstructing 3D images from single light-field images. We first studied methods for discretization based on generalized sampling theory and proposed simplifying the forward model to accelerate computation. Then, we examined aliasing-free reconstruction under ideal conditions. For real acquisition conditions, we proposed a reconstruction method based on ADMM that achieves better quality than conventional approaches. Furthermore, simplifying the forward model makes our approach faster than conventional RL-based reconstruction. Finally, we proposed a deep-learning method for reconstruction. Our method uses a multi-modal imaging approach based on LFM and 2P microscopy, which is tested under adverse conditions when imaging mammalian brain tissue. The network architecture is derived from the sparsity-based reconstruction algorithm named ISTA. In addition, we proposed a semi-supervised approach that uses a few labelled data and exploits the knowledge of the forward model and GANs for training.

In Chapter 3 we proposed a novel way to discretize the light-field system that allows for more diverse sampling kernels and densities. Traditional reconstruction approaches use a discretization method based on the computation of the system impulse response with restricted sampling intervals, which is a special case of our framework. Our approach allows diverse sampling kernels such as Dirac deltas, sinc functions, or splines, and the lateral sampling intervals do not need to be a multiple of the microlens pitch. Furthermore, since
periodic-shift invariance still holds after discretization, the system can be modelled using filter banks. Specifically, the system is described using a custom filter bank per depth. The filter-bank description also leads to a simplification method to accelerate the computation. We found that the truncated SVD allows finding a set of optimal synthesis and analysis filters that minimize the approximation error and can progressively approximate the system. Due to the low-rank nature of the LF system, we can accelerate the computation of the forward model without significantly impairing the accuracy. Finally, we propose a novel method to compute the forward model by reshaping the filter-bank description into a linear CNN. The CNN allows taking advantage of existing deep-learning software for faster computation or calibration by exploiting deep-learning optimization algorithms.

In Chapter 4, we explored model-based reconstruction for LFM. In an ideal scenario, perfect reconstruction (artifact-free) can be achieved by exploiting the shift-invariant subspace assumption and the pseudoinverse. However, perfect reconstruction depends on the proper selection of the template functions and shifts defining the shift-invariant subspace. Traditional approaches do not impose enough regularization to prevent the solution from lying in the row space of the system matrix. The row space intrinsically generates square-like artifacts in the native object plane. The shift-invariant subspace assumption ensures that the reconstruction lies in a different subspace which implies artifacts-free reconstruction. However, this idea works under idealized settings that do not hold in practice due to system imperfections and noise from scattering, which is common when imaging mammalian brain tissue. Therefore, we propose a new reconstruction algorithm that works under real acquisition conditions. Our method allows artifacts-free reconstruction, higher speed, and higher PSNR and SSIM than conventional methods. The improvement in quality is achieved by incorporating additional priors to the optimization approach and designing a specific algorithm based on ADMM. The improvement in computational time is due to the exploitation of the underlying low-rank property of the measurement matrix by either using our SVD approximation or assuming that the reconstructed volume lies in a SIS. Numerical results on synthetic and real data demonstrate that our approach consistently outperforms conventional volume reconstruction approaches based on the RL algorithm.
In Chapter 5, we presented efficient CNN architectures to describe the light field system. Exploiting the periodically-shift invariance allows different CNN architectures to reproduce the forward model or perform accurate approximations. Furthermore, they allow solving the inverse problem using a deep unfolding network or enable efficient online computation of the forward model when training the reconstruction network.

The architecture of the reconstruction network is designed from the unfolding of the ISTA algorithm. Specifically, we exploit the assumption that 3D images of labelled neurons in tissue are sparse and non-negative. We propose a semi-supervised learning approach to avoid the need for huge datasets for training. Specifically, the proposed imaging setup operating in two-photon modality allows capturing a small labelled dataset of 3D images, which is complemented with the knowledge of the forward model to train the network. The training strategy is based on the adversarial training proposed for LSGANs.

We experimentally showed that our method performs better than standard model-based and deep-learning methods. Our method achieves better average performance in terms of PSNR and SSIM for neurons tagged with the TdTomato fluorophore, which shows structural information. Furthermore, the proposed CNN successfully reconstructs 3D volume time series of neuronal activity tagged with the GCAMP8 indicator. We found that other deep-learning methods perform well for data similar to the one used in training (emitting TdTomato fluorescence). However, they collapse when faced with LF data from neurons with the GCAMP8 indicator. Lack of generalization is typical for deep-learning approaches when trained with small datasets, while model-based approaches for LFM are more robust under these challenging conditions. Our method offers more robustness and better performance than typical reconstruction methods for fast 3D reconstruction from LF images under adverse acquisition conditions when imaging mammalian brain tissue.

6.2 Future Work

6.2.1 Forward Model Calibration or Learning

In this thesis, we showed that the theoretical model proposed by Broxton et al. [51] allows 3D reconstruction with both model-based and learning-based techniques even under adverse conditions. However, this model assumes ideal optical devices to simplify compu-
tation of equations which may lead to inaccuracies in the reconstruction. Therefore, one interesting research direction is to use the proposed CNN architectures to calibrate the forward model for a given microscope. This calibration requires labelled data for learning but not necessarily data from neurons since the objective is to capture the impulse response of the system. For instance, one can image fluorescent beads to create a small labelled dataset for calibration. Furthermore, using a mixture of data created from the theoretical model and real images may alleviate the need for huge amounts of real labelled data for training. Another possible approach could be to simultaneously update the weights of the forward model and the reconstruction network. However, this approach could lead to instabilities in training, and the learned reconstruction may not be reliable due to uncertainty in the learned forward model. In bio-imaging applications, reconstruction accuracy is critical. In general, more precise modelling of the system may allow going beyond the results achieved in this thesis.

6.2.2 Exploitation of temporal correlation in LF stacks

Our framework is proposed for the reconstruction of any LF stack. However, as mentioned in this work, the main goal of LFM is to study the temporal evolution of biological samples. Therefore, an interesting research direction is to exploit the temporal correlation between LF frames to achieve better performance in the reconstruction of temporal sequences. There are model-based reconstruction methods exploiting this correlation. However, they are highly demanding in terms of computation \cite{2}. A possible direction is to adjust either the network architecture or the training loss to ensure temporal consistency. Regardless the strategy, new reconstruction frameworks should consider computational complexity since LFM is intended to perform the reconstruction of large LF stacks. Even though reconstructing a high-quality 3D image from a single LF image is interesting, it is less relevant than the reconstruction of volume time series since other optical techniques, such as two-photon microscopy, can already perform accurate 3D imaging.

6.2.3 Design of discriminators

A specialized discriminator architecture for neuronal imaging may help to improve reconstruction results. In our work, the discriminator is designed based on architectures pro-
posed in previous works on 3D GANs. We show that using a simple architecture for the
discriminator allows enough regularization to perform satisfactory reconstruction results
without increasing computation complexity. However, other types of discriminator may
also give good regularization performance or improved stability in training. For instance,
a Cycle GAN used for deconvolution microscopy proposed in [85] is regularized using a
multi-patch-based discriminator that considers different scale levels for regularization. An
interesting research direction could be studying new architectures for the discriminator
based on model-based algorithms or studying the performance of other known discrimina-
tor architectures for bio-imaging.

6.2.4 Exploration of alternative LFM designs

The techniques proposed in this thesis are conceived for the original LF microscope pro-
posed in [45], known as Plenoptic 1.0. However, the ideas and methods presented here,
such as discretization, SVD-based simplifications, or CNN-based models, could potentially
be extended to other alternative optical configurations, such as Plenoptic 2.0 [86] and
Fourier LFM [87]. Furthermore, investigating more efficient optical methods for fast 3D
imaging is an interesting problem. Current hand-crafted optical designs such as plenoptic
1.0, plenoptic 2.0, or FLFM could be improved by incorporating data-driven approaches
in the design of the optical system. For instance, one could use deep-learning frameworks
to find an optimal optical architecture that allows 3D reconstruction with fewer artifacts
under real acquisition conditions.
Appendix A

Chapter 2

A.1 Fresnel-Kirchhoff diffraction

A typical method used to find a solution to the Helmholtz Equation (2.6) is to make use of the modified version of Green’s theorem from calculus [88]:

$$\iint_V (U \nabla^2 G - G \nabla^2 U) \, dv = \iint_S \left( U \frac{\partial G}{\partial n} - G \frac{\partial U}{\partial n} \right) \, ds,$$

(A.1)

where $U$ and $G$ are two complex-valued scalar fields, $S$ is a closed surface surrounding a volume $V$ and $\frac{\partial}{\partial n}$ is the partial derivative in the outward normal direction. The fields $U$ and $G$ and their partial derivatives must be continuous inside $S$ and on $S$.

The integral theorem of Helmholtz and Kirchoff make use of Green’s Theorem in Equation (A.1) to compute the field $U_0$ at a point $P_0$ in the space given its value on a close surface $S$ enclosing $P_0$. See Figure A.1 (a). The field $U_0$ can be computed as follows:

$$U_0 = \frac{1}{4\pi} \iint_S \left( G \frac{\partial U}{\partial n} - U \frac{\partial G}{\partial n} \right) \, ds,$$

(A.2)

where the same notation used in Equation (A.1) is still valid. The function $G$ is usually a Green function of the Helmholtz Equation (2.6). However, other strategies to choose $G$ can be used according to the scenario [88], as mentioned in the following paragraphs. A well-known Green function of Equation (A.1) is the spherical wave satisfying the Sommerfeld’s radiation conditions [88, 89]:

$$G(P_1) = \frac{\exp(jkr_{01})}{r_{01}},$$

(A.3)
A.1 Fresnel-Kirchhoff diffraction

The integral theorem of Helmholtz and Kirchoff allows to compute the field $U_0$ at any point $P_0$ in the space, given the field over a closed surface $S$, as shown in (a). A particular case of interest is the diffraction of a wave over an aperture $\Sigma$. In (b), under some approximations, the knowledge of the field over the aperture is sufficient to recover the field $U_0$ at any point $P_0$ in the space with accuracy. The field $U_0$ can be computed using the the Fresnel-Kirchoff diffraction formula or the Rayleigh-Sommerfeld solution.

where $r_{01}$ is the distance between point $P_0$ and point $P_1$, $P_0$ is the center of the spherical wave and $P_1$ is an arbitrary point.

An important case of study is the diffraction by a screen. See Figure A.1 (b). The problem is to find the field $U_0$ at a point $P_0$ given that we know the field at the aperture $\Sigma$. There are two well-known strategies using the integral theorem of Helmholtz and Kirchoff to solve this problem.

A.1.1 Fresnel-Kirchoff diffraction formula

The Fresnel-Kirchoff diffraction formula computes the field as follows:

$$U_0 = \frac{1}{4\pi} \int \int_\Sigma \left( G \frac{\partial U}{\partial n} - U \frac{\partial G}{\partial n} \right) \, ds,$$

(A.4)

where $\Sigma$ is the aperture. As explained in [88], the Fresnel-Kirchoff diffraction formula uses assumptions that are contradictory themselves. However, this formula is sufficiently accurate to compute far fields.

Figure A.1: Scalar wave Optics. The integral theorem of Helmotz and Kirchoff allows to compute the field $U_0$ at any point $P_0$ in the space, given the field over a closed surface $S$, as shown in (a). A particular case of interest is the diffraction of a wave over an aperture $\Sigma$. In (b), under some approximations, the knowledge of the field over the aperture is sufficient to recover the field $U_0$ at any point $P_0$ in the space with accuracy. The field $U_0$ can be computed using the the Fresnel-Kirchoff diffraction formula or the Rayleigh-Sommerfeld solution.
A.1.2 Rayleigh-Sommerfeld solutions

The Rayleigh-Sommerfeld solutions compute the same field in Equation (A.4) but solve contradictions in the Fresnel-Kirchoff assumptions. The first Rayleigh-Sommerfeld solution is described by the following equation:

$$U_0 = -\frac{1}{2\pi} \int \int_{\Sigma} U \frac{\partial G}{\partial n} ds,$$

(A.5)

similarly the second Rayleigh-Sommerfeld solution is described as follows:

$$U_0 = \frac{1}{2\pi} \int \int_{\Sigma} G \frac{\partial U}{\partial n} ds.$$  

(A.6)

Both Rayleigh-Sommerfeld solutions can be derived using the integral theorem of Helmholtz and Kirchoff by using a field $G$ composed of a summation of an incoming and outgoing spherical wave rather than a single spherical wave (Equation (A.3)). The first Rayleigh-Sommerfeld solution assumes a field $G$ that vanishes on the diffraction aperture, while the second solution assumes a field $G$ such that the normal derivative vanishes on the aperture. Both solutions compute the same field, but one may be more convenient to use than the other, depending on the scenario. More details are given in [88]. Furthermore, the Rayleigh-Sommerfeld are more rigorous solutions of the Helmholtz Equation than the Fresnel-Kirchoff diffraction formula.

A.2 Angular Spectrum Representation

A simple but powerful idea to simplify the analysis of the field propagation is to study the Fourier transform of the scalar field rather than the field directly. The angular spectrum of a scalar field is:

$$\hat{U}(k_x, k_y, z) = \int_{-\infty}^{+\infty} U(x, y, z)e^{-j(k_xx+k_yy)}dxdy,$$  

(A.7)

which is simply the 2D Fourier transform of the field with fixed $z$. It is possible to show that the angular spectrum of a scalar field satisfying the Helmholtz Equation (2.6) also
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\[ \hat{U}(k_x, k_y, z) = \hat{U}(k_x, k_y, 0) \hat{G}(k_x, k_y, z), \quad (A.8) \]

where \( \hat{G}(k_x, k_y, z) = e^{jk_z z} \), which shows that the propagation can be described as a linear shift-invariant system with a transfer function \( \hat{G}(k_x, k_y, z) \). We clarify that \( k_z \) is a function of \( k_x \) and \( k_y \) as follows:

\[ k_z = \sqrt{k^2 - k_x^2 - k_y^2} \approx k - \frac{(k_x^2 + k_y^2)}{2k}, \quad (A.9) \]

where \( k = 2\pi/\lambda \) is the angular wavenumber, and \( \lambda \) is the wavelength. The last approximation is called paraxial approximation, which is useful to find a close form of the impulse response \( G(x, y) \) of the propagation process as follow:

\[ G(x, y; z) \approx e^{jkz} e^{-j\frac{\lambda z}{2}(x^2+y^2)}. \quad (A.10) \]

The Fourier pair of the shown impulse response is:

\[ \hat{G}(k_x, k_y; z) \approx e^{jkz} e^{-\frac{jk}{2\lambda} (k_x^2+k_y^2)}. \quad (A.11) \]

Therefore, the propagation of a scalar field along the z-axis can be computed from a convolution with the propagation kernel \( G(x, y; z) \) or a multiplication with the transfer function \( \hat{G}(k_x, k_y; z) \) in the Fourier domain. We note that the constant factors in Equations (A.10) and (A.11) can be safely ignored in many applications.

### A.3 Lenses

#### A.3.1 Simple Lens

The effect of a lens over the light field is usually modelled by using the concept of transmittance. The transmittance is a function that models the relationship between the field just after the lens and the incident field. As shown in [50], the transmittance of a lens can be expressed as:

\[ t(x, y) = P(x, y) e^{\frac{jk(x^2+y^2)}{2f}}, \quad (A.12) \]
where the function $P(x, y)$ is the pupil function, and $f$ is the focal length of the lens. The pupil function defines the physical size and the shape of the lens. In simple models, the pupil function is always real and non-negative. However, it can be a complex function to model aberrations [50].

A particular type of lens is the microlens array. A microlens array is a set of typically thousands of tiny lenses packaged together. Two diagram of different microlens arrays are shown in Figure A.2. Note that they can be arranged in different ways, mainly rectangular, squared and hexagonal [90]. The whole array can be seen as a lens. Therefore, it is possible to compute its transmittance $\Phi(x, y)$ as follows:

$$\Phi(x, y) = t(x, y) \ast \Delta(x, y),$$  \hspace{1cm} (A.13)

where the operator $\ast$ represents a 2D convolution, $t(x, y)$ is the transmittance of a single microlens, modelled as in Equation (A.12) and $\Delta(x, y)$ is a 2D function that indicates the location of the microlens centers. Specifically, $\Delta(x, y)$ is a set of Dirac functions centered at the center of each microlens. For instance, it could be a 2D comb function, as in [51]. Note that the shape of each microlens is modelled with the transmittance $t(x, y)$, while the packing of the array is modelled with the function $\Delta(x, y)$. For instance, one can have...
A.3 Lenses

Figure A.3: 4F system diagram. A 4f system replicates the input field $U_1$ located at the native object plane into the Native image plane $U_3(x, y) = U_1(-x_1M, -y_1M)$, where $M$ is the magnification factor $M = f_1/f_2$, $f_1$ and $f_2$ are the focal length of lens 1 and lens 2, respectively. At the intermediate plane (Fourier Plane), the field $U_2$ is the Fourier transform of the input $U_1$ (up to a constant factor).

A.3.2 4f System

A 4f-system is an array of two lens in cascade. The distance between the first and the second lens is equal to the sum of the focal length of both lenses $f_1 + f_2$, as shown in Figure (A.3). The field in the intermediate focal plane (at $f_1$ after the first lens), is defined by the Fourier transform as follows:

$$U_2(x, y) = e^{j2kf_1} \hat{U}_1(kx/f_1, ky/f_1),$$  \hspace{1cm} (A.14)

where $\hat{U}_1(k_x, k_y) = \mathcal{F}\{U_1(x, y)\}$, $\mathcal{F}\{\cdot\}$ is the Continuous Time Fourier Transform (CTFT). Similarly, the field measured at the output focal plane $U_3(x, y)$ is given by the CTFT of $U_2(x, y)$. Therefore, it holds that:

$$U_3(x, y) = -Me^{j2k(f_1+f_2)}U_1(-xM, -yM),$$  \hspace{1cm} (A.15)

where $M = f_1/f_2$ is the magnification factor. A detailed derivation of Equation (A.14) is shown in [50]. The derivation uses the Fresnel diffraction formula and assumes the pupil function is uniform and of infinite extent. The properties of the Fourier transform allow to go from Equation (A.14) to Equation (A.15). Note that to deal with lenses of finite extent one can use Rayleigh-Sommerfeld solutions, as explained in Chapter 2.
Even though microscope objectives use more complex optical systems, they can still be modelled with a simple 4f system. An important element in a microscopic objective is a telecentric stop placed in the Fourier plane, as mentioned in [45]. The telecentric stop ensures that the system is object space telecentric, which helps Equation (A.15) to hold in practice.

### A.4 Sampling the WDF

This section aims to find the relationship between the measured intensity at the sensor plane (SP) and the WDF computed at the microlens array (NIP). For this derivation, we follow an analysis similar to [57]. However, we propose a more direct approach that avoids the use of the slope-form WDF and we give more details not specified in [57]. For simplicity, we ignore one spatial dimension. We focus on the field modulated by single microlens located at the position \( s \). Then, the intensity at the SP can be computed by multiplication with the microlens transmittance followed by convolution due to propagation. See Figure 2.8 for clarification. Therefore, the field intensity at the SP is:

\[
\hat{I}_f(s, \hat{x}) = \left| \int_{-\infty}^{\infty} U_i(x) T_c(x - s) e^{jk(\hat{x} - x)^2/2z} dx \right|^2, \tag{A.16}
\]

where \( T_c \) is the complex transmittance of a single microlens, \( s \) is the location of the microlens, \( z \) is the distance between the microlens and the sensor plane, and \( U_i(x) \) is the field just before the microlens. Note that constant factors of the propagation transfer function in Equation (A.10) can be safely ignored. By manipulating Equation (A.16), it follows that:

\[
\hat{I}_f(s, \hat{x}) = \left| \int_{-\infty}^{\infty} U_i(x) e^{jkx^2/2z} T_c(x - s) e^{-jk\hat{x}x/z} dx \right|^2. \tag{A.17}
\]

Then, we can name \( U_{ic}(x) \) the factor \( U_i(x) e^{-jkx^2/2z} \) for simplicity. Furthermore, Equation (A.17) can be written as:

\[
\hat{I}_f(s, \hat{x}) = \int_{-\infty}^{\infty} U_{ic}(x_1) T_c(x_1 - s) e^{-jk\hat{x}x_1/z} U_{ic}^*(x_2) T_c^*(x_2 - s) e^{jk\hat{x}x_2/z} dx_1 dx_2. \tag{A.18}
\]
The factors in the integral can be reordered as follows:

$$\tilde{I}_f(s, \hat{x}) = \int_{-\infty}^{+\infty} U_{ic}(x_1)U_{ic}^*(x_2)T_c(x_1 - s)T_c^*(x_2 - s)e^{-j(k/\lambda)\hat{x}(x_1-x_2)}dx_1dx_2. \quad (A.19)$$

We can redefine the integration variables $x_1 := x_1 + x_2/2, x_2 := x_1 - x_2/2$ as follows:

$$\tilde{I}_f(s, \hat{x}) = \int_{-\infty}^{+\infty} U_{ic}(x_1 + x_2/2)U_{ic}^*(x_1 - x_2/2)$$

$$T_c(x_1 + x_2/2 - s)T_c^*(x_1 - x_2/2 - s)e^{-j2\pi\hat{x}\lambda z x_2}dx_2dx_1. \quad (A.20)$$

Note that the integral over $x_2$ is simply a Fourier transform evaluated at $\hat{x}/\lambda z$. Thus, we can use the definition of WDF and the fact that multiplication in one domain is equal to multiplication in the Fourier conjugate to write the following equation:

$$\tilde{I}_f(s, \hat{x}) = \int_{-\infty}^{+\infty} W_{U_{ic}}(s, \frac{\hat{x}}{\lambda z}) \circledast W_{T_c}(s - \hat{x}/\lambda z)dx_1, \quad (A.21)$$

where $\circledast$ means convolution along the second variable. The remaining integral is also a convolution. Therefore, we have a 2D dimensional convolution as follows:

$$\tilde{I}_f(s, \hat{x}) = W_{U_{ic}}(s, \frac{\hat{x}}{\lambda z}) \circledast W_{T_c}(-s, \frac{\hat{x}}{\lambda z}). \quad (A.22)$$

Now, we can split again the field $U_{ic}(x)$ into two factors using the definition $U_{ic}(x) = U_i(x)e^{-j\pi x^2/2z}$. The WDF of a field $U_i(x)$ modulated by a complex exponential $e^{-j\pi x^2/2z}$ translates to a shearing in the WDF domain [55]. Therefore, we have that:

$$\tilde{I}_f(s, \hat{x}) = W_{U_i}(s, \frac{\hat{x} - s}{\lambda z}) \circledast W_{T_c}(-s, \frac{\hat{x}}{\lambda z})$$

$$= W_{U_i}(s, \frac{\hat{x} - s}{\lambda z}) \circledast W_{T_c}(-s, \frac{s + (\hat{x} - s)}{\lambda z}). \quad (A.23)$$

Note that the quantity $(\hat{x} - s)$ is the relative location of a point in the sensor plane with respect to the microlens location $s$. This relative location is the variable used to describe the light field captured with a camera or microscope. Based on this observation, the
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captured light field $L(s, u)$ can be defined as follows:

$$L(s, u) = W_T(-s, \frac{s}{\lambda z} + u) \ast W_{U_i}(s, u),$$

(A.24)

where $u = \frac{\hat{x} - x}{\lambda z}$. Since the transmittance of a single microlens is $T_c(x) = T(x)e^{-j(x^2)/\lambda f}$, the effect of the exponential can be simplified by performing a shearing in the WDF domain. Furthermore, since the distance between the MLA and the sensor $z$ is the same as the focal length of the microlens array for a plenoptic 1.0 design, the shearing in Equation (A.24) cancels out with the effect of the microlens leading to the following equation:

$$L(s, u) = W_T(-s, u) \ast W_{U_i}(s, u).$$

(A.25)

Note that now $W_T(\cdot, \cdot)$ is simply the WDF of $T(x)$, which is an indicator function that is one inside the lens and zero outside the microlens. Finally, the sampling process of the pixels in the sensor can be modelled with a convolution with a kernel $P(\cdot)$ followed by sampling. Also, note that the shown derivation can be easily extended to the case with three dimensions in the object space. Therefore, we have that:

$$L[m, n, p, q] = L(mT_s, nT_t, pT_u, qT_v),$$

(A.26)

where $L(s, t, u, v) = K(s, t, u, v) \ast W_{U_i}(s, t, u, v), K(s, t, u, v) = W_T(-s, -t, u, v) \ast P(u, v), P(u, v)$ is an indicator function describing each pixel in the sensor, similarly $T(x, y)$ is the indicator function describing a single microlens. The discrete light field $L[m, n, p, q]$ is simply a rearrangement of the acquired 2D image. This is always true if there is no overlapping from light passing through different microlenses, which is ensured if the microlens and objective numerical apertures are matched by design [30], [45]. The sampling intervals $T_s = T_t$ are usually equal to the microlens pitch $T$, and $T_u$ and $T_v$ are related to the pixel pitch as follows: $T_u = T_v = \frac{T}{NA}$, where $N$ is the one-dimensional number of pixels under each microlens. Note that $\frac{T}{N}$ is the pixel pitch. In LFM, if the numerical apertures are matched, it also holds that $T_u = T_v = \frac{2NA}{MAX}$, where $NA$ is the numerical aperture of the
microscope and $M$ is the magnification factor.
Appendix B

Chapter 4

B.1 Stopping Criteria

In Section 4.3, we proposed to run the reconstruction method for a fixed number of iterations. However, the algorithm can also be stopped using any other stopping criterion based on the computation of the objective function since it is an optimization-based approach. In this section, we investigate using the fidelity term of the objective function to monitor the convergence of the algorithm. The fidelity term measures the error between the input LF image and the synthesised LF image from the reconstructed volume. Thus, when the SIS assumption is not used, the fidelity term is:

\[ L_F = \| H_s f - g \|_2. \]  
\hspace{1cm} (B.1)

Similarly, using the SIS assumption, we have that:

\[ L_F = \| H_s S_\varphi A_\varphi f - g \|_2. \]  
\hspace{1cm} (B.2)

We propose to stop the algorithm when the fidelity term is close to stabilizing. Therefore, we can stop the algorithm when \( L_f^k - L_f^{k-1} < \tau \), where \( k \) is the current iteration, and \( \tau \) is a pre-defined threshold.

To exemplify this idea, we use the pollen dataset. We fixed the threshold \( \tau \) to 0.1 and ran our ADMM reconstruction methods. In this experiment, the volume is resized to \( 336 \times 336 \times 92 \) voxels, and the corresponding light field image is of size \( 399 \times 399 \) pixels to simplify the computation.
Figure B.1: Fidelity loss. To the left, we show the fidelity loss (error between input light field image and synthesized light field image) of 4 iterative methods: ISRA, ISRA with total variation [2], (artifact-free) ISRA [62], ADMM without SIS assumption, and ADMM with SIS assumption. Both ADMM methods were run until the first difference of the loss achieves the pre-set threshold value $\tau = 0.1$. The ISRA methods were run for 700 iterations for a fair comparison. To the right, we show the first difference of the loss (the logarithm is used for better visualization).

Figure B.1 shows that the ADMM methods are close to convergence after approximately 700 iterations, which is when the term $L^k_f - L^{k-1}_f$ achieves the threshold $\tau$. Notice that even though the fidelity loss from the artifact-free ISRA stabilizes faster, its value is very high compared to other methods. Our ADMM with the SIS assumption achieves the smaller error after $\sim 700$ iterations followed by our second ADMM method.

In Figure B.2, we show a visual comparison of our methods and RL-based methods. The RL methods were evaluated running 700 iterations for a fair comparison. Our experiments show that the ADMM methods perform better than RL-based methods qualitatively and quantitatively. As shown in Figure B.2, the highest PSNR and SSIM were achieved by our ADMM methods. In particular, the highest PSNR is achieved by our ADMM method with the SIS assumption. Notice that our methods can significantly reduce artifacts while ISRA, and TV-ISRA introduce square-like artifacts near $z = 0$. Furthermore, the artifact-free RL is over-smoothing the solution giving a poor performance (PSNR=24.70), which coincides with the behavior of the loss curve. In addition, recall that our methods have an additional advantage that allow faster computation than RL methods, as described in
Finally, we remark that in real applications of LFM, volume reconstruction methods are not run for a large number of iterations since it is computationally demanding when working with large datasets. Therefore, limiting the number of iterations of reconstruction methods is a useful criterion in practice, as proposed in previous works \cite{2}, \cite{62}, \cite{19}.

Figure B.2: Reconstruction using a loss-based stopping criterion. Top, we show the in-focus plane, one $xz$, and one $yz$ slice of the ground truth volume, the reconstruction using ISRA, ISRA with total variation \cite{2}, artifact-free (AF) ISRA \cite{62}, ADMM without SIS assumption, and ADMM with SIS assumption. All distances are measured in $\mu m$. Furthermore, below, we show additional slices for different depths. The shown PSNR and SSIM correspond to the whole volume. The data is from the Lilium Longiflorum Pollen \cite{67} dataset. The light field images were created synthetically from the 3D volumes.
Appendix C

Chapter 5

C.1 Experimental Setup

We performed multimodal light field and two-photon imaging of mouse live brain slices in which layer 2/3 excitatory neurons were co-transfected with the fluorophores jGCaMP8f (calcium indicator) and tdTomato (static, morphology label). Imaging was performed with a custom-built microscope featuring co-aligned light-field and two-photon imaging paths. Specifically, imaging was performed with a custom-built epifluorescence microscope with an MLA (125 $\mu$m pitch, ff/10, RPC Photonics) placed at the imaging plane of a 25×, numerical aperture (NA) = 1.0 water immersion objective lens (XLPLN25XSVMP, Olympus), and 180-mm tube lens (TTL180-A, Thorlabs). The MLA was imaged onto a scientific complementary metal-oxide-semiconductor (sCMOS) camera (ORCA Flash 4 V2 with Camera Link, 2048 × 2048 pixels, 6.5 $\mu$m pixel size, Hamamatsu) with a 1:1 relay macro lens (Nikon 60 mm f2.8 D AF Micro Nikkor Lens). The MLA was aligned following the advice in [91]. TdTomato fluorescence was excited with a 530 nm LED, and jGCaMP8f fluorescence was excited by a 470 nm LED, both powered by an OptoLED current driver (P1110/002/000, Cairn Research). Light-field images were collected at 50 – 100 frames per second using Micromanager 2.0-gamma [91].

C.1.1 Light-field modality specifications

Imaging was performed with a custom-built epifluorescence microscope with an MLA (125$\mu$m pitch, ff/10, RPC Photonics) placed at the imaging plane of a 25×, numerical aperture (NA) = 1.0 water immersion objective lens (XLPLN25XSVMP, Olympus), and
180-mm tube lens (TTL180-A, Thorlabs). The MLA was imaged onto a scientific complementary metal-oxide-semiconductor (sCMOS) camera (ORCA Flash 4 V2 with Camera Link, 2048 × 2048 pixels, 6.5 µm pixel size, Hamamatsu) with a 1:1 relay macro lens (Nikon 60 mm f2.8 D AF Micro Nikkor Lens). The MLA was aligned following the advice in [91]. TdTomato fluorescence was excited with a 530 nm LED, and jGCaMP8f fluorescence was excited by a 470 nm LED, both powered by an OptoLED current driver (P1110/002/000, Cairn Research). Light-field images were collected at 50 – 100 frames per second using Micromanager 2.0-gamma [91].

C.1.2 Two-photon modality specifications
The two-photon imaging laser (Coherence Monaco 1035-40-40, central wavelength 1035 nm, pulse frequency 10 MHz) was introduced between the light-field imaging system objective and tube lens with a dichroic mirror (DI03-R785-T3 25 × 36 × 3 mm, Semrock). The laser was focused by a f=30 mm scan lens, f=300 mm tube lens, and the common objective lens (XLPLN25XSVMP, Olympus). The laser was scanned laterally (x,y) by two 3 mm mirrors (6M2003S-S, Cambridge Technologies) driven by high power servo electronics (671315K-1HP, Cambridge Technologies). The plane of focus was adjusted by moving the objective with a stepper motor (SliceScope, Scientifica). TdTomato fluorescence was collected by a 50 × 70 × 2 mm dichroic mirror (T750lprixxt-UF2, Chroma) positioned directly above the objective back aperture only during two-photon imaging. The objective back pupil was conjugated and demagnified onto the active area of a photomultiplier tube with integrated transimpedance amplifier (PMT, Hamamatsu H10722-20-10MHz). The tdTomato fluorescence passed through a 750 nm shortpass filter (Semrock FF01-750/SP-25) before the PMT. A National Instruments PCI-6110 drove the scan mirrors and digitized the PMT/amplifier output through ScanImage version 3.8 software.

C.1.3 Fluorophore transfection
Mouse layer 2/3 cortical neurons were transfected via in-utero electroporation (IUE) with soma-targeted jGCaMP8f [72] (pAAV-CAG-RiboGCaMP8f) and tdTomato (pCAG-tdTomato [93], Addgene). On embryonic day (E)15.5 timed-pregnant female CD-1 mice (Charles River UK) mice were deeply anaesthetized with 2% isoflurane. Uterine horns were
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exposed and periodically rinsed with warm sterile PBS. Plasmid DNA, 1-2 µg total at a final concentration of 1 µg/µl (a 6:1 ratio of jGCaMP8f:tdTomato) diluted in sterile PBS was injected into the lateral ventricle of one cerebral hemisphere of an embryo. Five voltage pulses (50V, 50ms duration, 1Hz) were delivered using 5-mm round plate electrodes (ECM 830 electroporator, Harvard Apparatus), with the anode or cathode placed on top of the skull to target the cortex or hippocampus, respectively. Electroporated embryos were placed back into the dam, and allowed to mature to delivery. Brain slices were prepared from electroporated mice at postnatal day (P)12-P30.

C.1.4 Brain slice preparation

This study was carried out in accordance with the recommendations of the UK Animals (Scientific Procedures) Act 1986 under Home Office Project and Personal Licenses (project license 70/9095). 400-µm slices were prepared from 12 – 30 day old mice. Slices were cut in choline chloride cutting solution containing (in mM): 110 choline-Cl, 25 NaHCO3, 20 glucose, 2.5 KCl, 1.25 NaH2PO4, 0.5 CaCl2 and 7 MgSO4. After cutting, the slices were transferred to a solution containing (in mM) 125 NaCl, 25 NaHCO3, 20 glucose, 2.5 KCl, 1.25 NaH2PO4, 2 MgSO4, 2 CaCl2, adjusted 300 to 310 mOsm/kg, pH 7.3 to 7.4 with HCl at 36°C. All solutions were oxygenated with 95%O2/5%CO2.
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