Augmented Performance Bounds on Strictly Linear and Widely Linear Estimators With Complex Data

Yili Xia, Member, IEEE, and Danilo P. Mandic, Fellow, IEEE

Abstract—Novel physical insights are provided into the performances of strictly linear (SL) and widely linear (WL) estimators of the generality of complex-valued data, both proper (second order circular) and improper (second order noncircular). This is achieved by first performing a novel complementary mean square error (CMSE) analysis, in order to quantify the degrees of impropriety (second order noncircularity) of the SL and WL estimation errors. The exact bounds on the CMSE difference between the SL and WL estimators are investigated to show that only a joint consideration of the standard MSE analysis and the proposed CMSE analysis has enough degrees of freedom for a rigorous account of the performance of WL and SL estimators. This also makes it possible to rigorously quantify the contributions to the WL performance advantage from the individual real and imaginary channels, an important finding not possible to obtain by using the standard MSE analysis alone.
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I. INTRODUCTION

R
andom signals in the complex domain C arise in many areas of science and engineering, and their accurate and robust estimation is thus of fundamental interest. Standard statistical signal processing approaches typically impose a restrictive assumption on a complex-valued zero-mean random vector, \( \mathbf{x} \in \mathbb{C}^{N \times 1} \), in the form of properness or second order circularity [1], [2]. In practical terms, a circular random vector has a rotation-invariant probability distribution, while a proper (second order circular) vector \( \mathbf{x} \) is uncorrelated with its complex conjugate \( \mathbf{x}^* \), or equivalently, its real and imaginary components are uncorrelated, and are with equal powers. The above assumption of properness (second order circularity) is convenient in many respects because it simplifies computations and makes the complex-valued signal processing a straightforward extension of its real-valued counterpart, in the sense that second order statistical properties are described by the covariance matrix only, \( \mathbf{R} = \mathbb{E}[\mathbf{x}\mathbf{x}^H] \), where \( \mathbb{E}[\cdot] \) denotes the statistical expectation and \( (\cdot)^H \) the Hermitian transpose operator.

Consequently, in classical mean square estimation in \( \mathbb{C} \), a scalar random variable (estimandum) \( y \) is estimated based on the random vector regressor, \( \mathbf{x} \), and the estimate \( \hat{y} \) that minimises the mean square error (MSE) is given by the conditional expectation \( \hat{y} = \mathbb{E}[y|\mathbf{x}] \). When the zero-mean pair \( \{y, \mathbf{x}\} \) is jointly circularly distributed Gaussian, the optimal solution is a strictly linear (SL) estimator, which is directly inherited from the real domain \( \mathbb{R} \), and is given by [3]

\[
\hat{y}_{\text{SL}} = \mathbf{w}^H \mathbf{x},
\]

where \( \mathbf{w} \in \mathbb{C}^{N \times 1} \) is a coefficient vector.

However, recent results in the so-called augmented complex statistics [4]–[7] show that the covariance matrix, \( \mathbf{R} \), cannot completely describe the second order behaviour of general complex-valued signals, and another second order moment, called the complementary covariance (pseudo-covariance) matrix, \( \mathbf{P} = \mathbb{E}[\mathbf{x}\mathbf{x}^H] \), should also be taken into account, especially when processing second order noncircular (improper) data. The improprieness is characterised by a non-zero \( \mathbf{P} \neq 0 \), and the complementary covariance matrix \( \mathbf{P} \) therefore vanishes only when \( \mathbf{x} \) is proper. Intuitively speaking, in order for an estimator to utilise all the available second order information in both proper and improper signals, a general estimation framework in \( \mathbb{C} \) should depend on both the signals themselves and their complex conjugates. In the context of mean square error estimation in \( \mathbb{C} \), this leads to the well-known widely linear (WL) estimator, given by [6]–[8]

\[
\hat{y}_{\text{WL}} = \mathbf{h}^H \mathbf{x} + \mathbf{g}^H \mathbf{x}^*,
\]

where \( \mathbf{h} \) and \( \mathbf{g} \) are the \( N \times 1 \) complex-valued coefficient vectors associated with \( \mathbf{x} \) and \( \mathbf{x}^* \), respectively.

A rigorous MSE analysis of both SL and WL estimators with complex-valued Gaussian data was conducted in a seminal work in [8], which showed that apart from a special case for which the WL estimator in (2) reduces to the SL estimator in (1), both giving identical MSE performance, the WL estimator offers significant performance gains over the SL one. This finding has spurred extensive use of WL estimation in numerous applications, including signal processing and communications [9]–[29], where improper signals occur due to their underlying signal generating physics, so that the traditional SL processing framework is inadequate due to the inherent under-modelling. For instance, in radio communications, the received
baseband signals over fading channels exhibit second order non-circular (improper) behaviours when the transmission system adopts noncircular real-valued and complex-valued constellation schemes, e.g., binary phase shift-keying (BPSK), 8 phase shift-keying (8PSK), and offset quadrature amplitude modulation (OQAM) [18]–[22]. In areas such as radio communications, spectral sensing, beam-forming, noncircularity also occurs in the transmitted/received signal due to the amplitude and phase imbalances between its in-phase (I) and quadrature (Q) components, even when second order circular modulation schemes are employed [23]–[29]. In addition, the use of improper signals and augmented complex statistics has been reported in power systems [30]–[32], biomedical engineering [33], and renewable energy [34], [35]. Despite these advances, it is important to note that, from the perspective of augmented complex statistics, the current quantification of performance advantages of WL estimators over their SL counterparts still provides limited physical insights into both estimators, since the existing approaches implicitly omit the complementary second order statistics of the estimation errors - a key feature of improper data.

To address this issue, we first propose a novel complementary mean square error (CMSE) analysis of both the SL and WL estimators, in order to quantify the degrees of improprieness of their respective estimation errors, a critical parameter for improper data. Furthermore, drawing from the physics of impropriety, which states that the complementary variance of a complex-valued zero-mean random variable \( x \), that is, \( \sigma^2_c = E[|x|^2] \), is bounded by the standard variance (power), \( \sigma^2 = E[xx^*] \), that is \( |\sigma^2_c| \leq \sigma^2 \) [6], [7], [36], the boundedness of the CMSE difference between the SL and WL estimators is rigourously and comprehensively examined. In this way, we show that only a joint consideration of the standard MSE analysis and the proposed CMSE analysis makes it possible to examine the complete second order performance of both the estimators. This also enables more physical insight into the underlying physics of the contribution of the real and imaginary channels of both the estimators, and hence, the precise quantification of the advantages of an WL estimator over its SL counterpart. This important aspect is still missing in the literature and, in general, owing to the insufficient degrees of freedom, cannot be examined by using the standard MSE analysis in [8].

II. STANDARD MSE ANALYSIS OF WL AND SL ESTIMATORS

This section briefly summarises the standard MSE analysis of both WL and SL estimators, conducted in [8].

The aim of the WL estimator is to find the optimal weight vectors \( h \) and \( g \) in (2) which minimise the MSE, denoted by \( E[|e_{WL}|^2] \), where

\[
e_{WL} = y - \hat{y}_{WL}
\]

is the estimation error. For this purpose, the first point to note is that the set of scalar complex random variables \( z \), spanned by \( z = a^H x + b^H x^* \), where \( a \) and \( b \) belong to \( \mathbb{C}^{N \times 1} \), constitutes a linear space. It becomes a Hilbert subspace with the scalar product \( \langle z_1, z_2 \rangle = E[z_1 z_2^*] \). As a result, \( \hat{y}_{WL} \) represents a projection of \( y \) onto this subspace, while the associated estimation error \( e_{WL} \) is characterised by the orthogonality principle, where

\[
e_{WL} \perp x,
\]

and

\[
e_{WL} \perp x^*.
\]

The symbol \( \perp \) indicates that all the components of \( x \) and \( x^* \) are orthogonal to \( e_{WL} \) (their scalar product is zero). From (3), the first orthogonality condition in (4) can be written in terms of the statistical expectation, to yield

\[
E[y^* x] = E[\hat{y}_{WL}^* x].
\]

In a similar way, by considering (3) and (5), we have

\[
E[y^* x^*] = E[\hat{y}_{WL}^* x^*].
\]

Upon replacing \( \hat{y}_{WL} \) in (6) and (7) with the expression in (2), we obtain

\[
R_h + P_g = r,
\]

\[
P^* h + R^* g = s^*,
\]

where

\[
r = E[y^* x], \quad s = E[yx].
\]

After a few mathematical manipulations and considering that the covariance matrix \( R \) is Hermitian while the complementary covariance matrix \( P \) is symmetric, from (8) and (9) we obtain the optimal weight vectors, \( h \) and \( g \), in the form [8]

\[
h = [R - PR^* P^{-1}]^{-1} [r - PR^* s],
\]

\[
g = [R^* - P R^{-1} P^{-1}]^{-1} [s^* - P R^* r].
\]

The symbol \( R^* \) designates the operation \( (R^{-1})^* \). Upon combining with (3), (8) and (9), the corresponding MSE of the WL estimator, that is, \( E[|e_{WL}|^2] \), is given by

\[
E[|e_{WL}|^2] = E[|y|^2] - (h^H r + g^H s^*).
\]

The SL estimator in (1) is obviously more restrictive as compared with its WL counterpart, in the sense that its estimate \( \hat{y}_{SL} \) represents a projection of \( y \) onto a restricted linear Hilbert subspace defined by only \( x \). In other words, its MSE, denoted as \( E[|e_{SL}|^2] \), and given by

\[
e_{SL} = y - \hat{y}_{SL},
\]

requires only the single orthogonality condition

\[
e_{SL} \perp x.
\]

From (14) and (15), we can now write

\[
E[\hat{y}_{SL}^* x] = E[y^* x] = r.
\]

Substitution of (1) into (16) yields

\[
R w = r,
\]

1By definition, the orthogonality condition \( e_{WL} \perp x \) leads to \( E[e_{WL} x^*] = 0 \). For mathematical elegance, a complex conjugate operation \((\cdot)^*\) is applied on both sides, after the \( E[\cdot] \) operation, which yields (6).
so that
\[ w = R^{-1} r, \] (18)
and hence, the MSE of the SL estimator, that is, \( E[|e_{SL}|^2] \), can be expressed as
\[ E[|e_{SL}|^2] = E[|y|^2] - r^H R^{-1} r. \] (19)
Upon combining (13) and (19), the performance advantage of the WL estimator over the SL one can be characterised by the difference of the respective MSES, given by
\[ \Delta \text{MSE} = E[|e_{SL}|^2] - E[|e_{WL}|^2], \] (20)
and after a few mathematical manipulations, we have [8]
\[ \Delta \text{MSE} = [s - PR^{-1}r]^H [R - PR^{-1}P]^T [s - PR^{-1}r]. \] (21)
The value of \( \Delta \text{MSE} \) is nonnegative since the matrix \([R - PR^{-1}P]\) is positive definite, indicating that the WL estimator always yields an MSE that is smaller than that of the SL estimator when \( s \neq PR^{-1}r \), or at the very least equal to that of the SL estimator when \( s = PR^{-1}r \) [8].

Remark 1: The standard MSE analysis implicitly assumes that the estimation errors of both estimators, that is, \( e_{WL} \) and \( e_{SL} \), are strictly proper, so that their complementary second order statistics are omitted in (21), although there is no justification to support this assumption.

III. PROPOSED CMSE ANALYSIS OF WL AND SL ESTIMATORS

To investigate the degrees of impropriety of both the WL and SL estimation errors, according to the augmented complex statistics [4]–[7], we next consider the complementary variance of both the estimation errors, defined as \( E[|e_{WL}|^2] \) and \( E[|e_{SL}|^2] \). Analogously to the definition of MSE, we refer to these as complementary MSEs (CMSEs) [37], [38]. Note that unlike the real-valued MSE, the CMSE is in general complex-valued.

Upon combining (2), (3) and (10), the CMSE of a WL estimator can be expressed as
\[ \text{CMSE}_{WL} = E[|e_{WL}|^2] = E[(y - \hat{y}_{WL})^2] 
= E[|y|^2] + E[|\hat{y}_{WL}|^2] - 2E[y\hat{y}_{WL}] 
= E[|y|^2] + E[(Hx + gHx*)^2] - 2(HH s + gH r*) 
= E[|y|^2] + [hH P + gH P* - s^T h^*] 
+ [hH R + gH P* - rH] g* - (hH s + gH r*). \] (22)
According to (11) and (12), the second and third terms on the right hand side (RHS) of (22) vanish, to yield
\[ E[|e_{WL}|^2] = E[|y|^2] - (hH s + gH r*). \] (23)
For the SL estimator, upon using (1), (10), (14), and (18), its CMSE becomes
\[ \text{CMSE}_{SL} = E[|e_{SL}|^2] = E[(y - \hat{y}_{SL})^2] 
= E[|y|^2] + E[|\hat{y}_{SL}|^2] - 2E[y\hat{y}_{SL}] 
= E[|y|^2] + rH R^{-1} PR^{-1} r* - 2rH R^{-1} s. \] (24)
Now, the difference in the CMSE (or degree of impropriety) of both the estimators can be quantified as
\[ \Delta \text{CMSE} = \text{CMSE}_{SL} - \text{CMSE}_{WL} = E[|e_{SL}|^2] - E[|e_{WL}|^2]. \] (25)
and based on (23) and (24), we arrive at
\[ \Delta \text{CMSE} = rH R^{-1} PR^{-1} r* - 2rH R^{-1} s + hH s + gH r*. \] (26)
Next, from (8)
\[ h = R^{-1} [r -Pg], \] (27)
and hence,
\[ hH s = [r -Pg]H R^{-1} s = rH R^{-1} s - gH P* R^{-1}s. \] (28)
Upon substituting (28) and (12) into (26), the term \( \Delta \text{CMSE} \) can be further expressed as
\[ \Delta \text{CMSE} = rH R^{-1} PR^{-1} r* - 2rH R^{-1} s + gH [r* - P* R^{-1}s] 
= rH R^{-1} [PR^{-1} r* - s] + [rH - s^T R^{-1} P*] g* 
= [rH R^{-1} + [rH - s^T R^{-1} P*] [R - PR^{-1} P*]^{-1}] 
\cdot [s - PR^{-1} r*]. \] (29)

Remark 2: The \( \Delta \text{CMSE} \) in (29) is expressed in terms of the augmented complex statistics of the regressor \( x \) (both \( R \) and \( P \)) and the joint augmented complex statistics of the estimandum \( y \) and the regressor \( x \) (both \( r \) and \( s \) in (10)). It serves as a complementary measure to the \( \Delta \text{MSE} \) in (21), to express a full second order performance advantage of the WL estimator.

IV. ADVANTAGES OF A JOINT CONSIDERATION OF MSE ANALYSIS AND CMSE ANALYSIS

In general, the complementary second order statistics offers enhanced degree of freedom to describe the second order statistics in real and imaginary data channels. To illustrate this advantage, first consider a scalar complex-valued random variable \( x = x_r + x_i \). Then, its variance and complementary variance are respectively given by
\[ \sigma_2^x = E[xx^*] = \sigma_2^r + \sigma_2^i, \] (30)
\[ \sigma_2^x = E[x^2] = \sigma_2^r - \sigma_2^i + 2\sigma_{ri}, \] (31)
where \( \sigma_2^r = E[x_r^2], \sigma_2^i = E[x_i^2], \) and \( \sigma_{ri} = E[x_r x_i] \). Observe that the complementary variance \( \sigma_2^x \) in (31) is complex-valued and has two degrees of freedom to describe the second order statistics in real and imaginary channels. On the other hand, the variance \( \sigma_2^x \) in (30) contains information about the overall power in data, but it cannot tell us how the power is distributed across the real and imaginary channels due to its real-valued nature; a problem resulting from a single degree of freedom.

In a similar way, the proposed CMSE analysis enables us to quantify the degrees of impropriety of the WL and SL estimation errors, \( e_{WL} \) and \( e_{SL} \), as well as the difference in their degrees of impropriety. Notice that the complex-valued nature of the complementary second order statistics provides the necessary two degrees of freedom to describe the impropriety. This becomes clear when \( \Delta \text{CMSE} \) is expressed in terms of the
real and imaginary parts of the respective estimation errors, to give

\[
\Delta \text{CMSE} = E[e_{r,SL}^2] - E[e_{r,WL}^2]
\]

\[
= E[(e_{SL,r} + ie_{SL,ı})^2] - E[(e_{WL,r} + ie_{WL,ı})^2]
\]

\[
= E[e_{SL,r}^2] - E[e_{SL,ı}^2] + 2iE[e_{SL,r}e_{SL,ı}]
\]

\[
= E[e_{WL,r}^2] + E[e_{WL,ı}^2] - 2iE[e_{WL,r}e_{WL,ı}]
\]

\[
= E[e_{SL,r}^2] - E[e_{WL,r}^2] - (E[e_{SL,ı}^2] - E[e_{WL,ı}^2])
\]

\[
+ 2i(E[e_{SL,r}e_{SL,ı}] - E[e_{WL,r}e_{WL,ı}]).
\]  

(32)

The real part, denoted by \(\Re[\Delta \text{CMSE}]\), is of particular interest, since it contains information on the differences in MSE between the SL and WL estimators in the individual real and imaginary channels, denoted by \(\Delta \text{MSE}_r\) and \(\Delta \text{MSE}_ı\), respectively; for more detail, see (34) and (35).

In a similar way, we can factorise \(\Delta \text{MSE}\) in (20) to yield

\[
\Delta \text{MSE} = E[e_{r,SL}^2] - E[e_{r,WL}^2]
\]

\[
= E[e_{SL,r}^2] + E[e_{SL,ı}^2] - E[e_{WL,r}^2] - E[e_{WL,ı}^2]
\]

\[
= E[e_{SL,r}^2] - E[e_{WL,r}^2] + E[e_{SL,ı}^2] - E[e_{WL,ı}^2].
\]  

(33)

Upon inspection of both sides of (32) and (33), we obtain

\[
\Delta \text{MSE}_r = \frac{\Delta \text{MSE} + \Re[\Delta \text{CMSE}]}{2},
\]

(34)

\[
\Delta \text{MSE}_ı = \frac{\Delta \text{MSE} - \Re[\Delta \text{CMSE}]}{2}.
\]

(35)

Remark 3: From (21), (29), (34) and (35), observe that only a joint consideration of the standard MSE and the proposed CMSE analyses provides enough degrees of freedom to move beyond just error power analysis, and to precisely quantify the MSE performance differences between the SL and WL estimators in both the real and imaginary channels, that is, \(\Delta \text{MSE}_r\) and \(\Delta \text{MSE}_ı\). In general, the standard MSE analysis [8] reflects only error power difference, and is not sufficient to model its distribution across data channels.

V. JOINT CONSIDERATION OF MSE ANALYSIS AND CMSE ANALYSIS BY CASE STUDIES

After establishing the advantages of CMSE analysis, it is natural to ask whether a WL estimator offers individual MSE performance advantages in both the real and imaginary channels over its SL counterpart. The analysis in Section IV indicates that this can be achieved by investigating the relationship between \(\Delta \text{MSE}\) and its associated CMSE difference, \(\Delta \text{CMSE}\), of both WL and SL estimators. For rigour, we next consider three case studies, covering all the characteristic situations in the complex domain \(\mathbb{C}\).

A. Case #1: Strictly Linear Estimation, Where \(s = \mathbf{PR}^{-r^*}\)

From (21) and (29), this condition immediately results in

\[
\Delta \text{MSE} = \Delta \text{CMSE} = 0,
\]

and consequently, from (34) and (35), we have

\[
\Delta \text{MSE}_r = \Delta \text{MSE}_ı = 0.
\]

(37)

This is as expected, because the optimal weight vector \(g\) in (12), obtained by the WL estimator, vanishes, subject to this condition, and after a few mathematical manipulations, it can be shown that \(h\) in (11) is equal to \(h = \mathbf{R}^{-1}r\), which is consistent with (17), obtained by the SL estimator. Therefore, the WL estimator in (2) reduces to the SL one in (1), with identical MSE performances in both the real and imaginary channels and the same degree of improperness in the estimation error. A special case of this condition is the so called jointly circular case [8], characterised by \(s = 0\) and \(\mathbf{P} = 0\), which is precisely the statistical convenience which is explicitly or implicitly adopted in traditional estimation problems in the complex domain \(\mathbb{C}\).

B. Case #2: A Jointly Improper Pair \(\{y, x\}\) with a Proper Regressor \(x\), where \(s \neq \mathbf{PR}^{-r^*}\) and \(\mathbf{P} = 0\)

The above conditions can be simplified to \(s \neq 0\) and \(\mathbf{P} = 0\), indicating that the properness is only valid for the regressor \(x\), characterised by \(\mathbf{P} = 0\), and with no assumption imposed on the estimandum \(y\). The expressions for the optimal weight vectors \(h\) and \(g\) in (11) and (12) can now be respectively simplified into

\[
h = \mathbf{R}^{-1}r, \quad g = \mathbf{R}^{-*}s^*.
\]

(38)

Note that the term \(h = \mathbf{R}^{-1}r\) remains the same as that in (17), obtained by using the SL estimator. This stems from the properness assumption on the regressor \(x\), which implies that \(x\) and \(x^*\) are uncorrelated, i.e., \(E[x(x^*)^H] = E[x\mathbf{x}^T] = \mathbf{P} = 0\). Therefore, within the WL estimator in (2), the Hilbert subspaces generated by \(x\) and \(x^*\), expressed in (4)–(7), are orthogonal, since \(x^*\) does not affect the term arising from \(x\), and vice versa. This leads to the vanishing of the vector \(a\) in (29), and explains the simplifications of (21) and (29), given by

\[
\Delta \text{MSE} = s^H\mathbf{R}^{-1}s, \quad \Delta \text{CMSE} = 0.
\]

(39)

Consequently, from (34) and (35), we obtain

\[
\Delta \text{MSE}_r = \Delta \text{MSE}_ı = \frac{\Delta \text{MSE}}{2} = \frac{1}{2}s^H\mathbf{R}^{-1}s.
\]

(40)

Therefore, a nonzero vector \(s\) necessarily implies that there still exists an MSE performance advantage when using the WL estimator instead of the SL one, quantified by \(s^H\mathbf{R}^{-1}s\), and the corresponding identical degrees of improperness in both SL and WL estimators further indicate that this advantage is equally carried in the real and imaginary channels.

C. Case #3: A Jointly Improper Pair \(\{y, x\}\) with an Improper Regressor \(x\), where \(s \neq \mathbf{PR}^{-r^*}\) and \(\mathbf{P} \neq 0\)

For this most general case, in order to develop the relation between \(\Delta \text{MSE}\) and \(\Delta \text{CMSE}\) of both the SL and WL estimators,
we consider a more explicit expression of $\triangle \text{CMSE}$ in (29) by first evaluating the vector within the $\{ \cdot \}$ operator as

$$
-r^H R^{-1} + [r^H - s^T R^{-1} P^*][R - PR^{-1} P]^\dagger
$$

$$
= -r^H R^{-1} [R - PR^{-1} P]^\dagger - [r^H - s^T R^{-1} P^*][R - PR^{-1} P]^\dagger
$$

$$
= -[s^T - r^H R^{-1} P^*][R - PR^{-1} P]^\dagger
$$

$$
= -[s^T - r^H R^{-1} P^*][R - PR^{-1} P]^\dagger
$$

$$
= -[s - PR^{-1} r]^T R^{-1} P^* [R - PR^{-1} P]^\dagger [s - PR^{-1} r].
$$

(41)

Now, a substitution of (41) into (29) yields

$$
\triangle \text{CMSE}
$$

$$
= -[s - PR^{-1} r]^T R^{-1} P^* [R - PR^{-1} P]^\dagger [s - PR^{-1} r].
$$

(42)

This expression is now much more similar to that for $\triangle \text{MSE}$ in (21), in the sense that both are a quadratic form of the non-zero vector $s - PR^{-1} r$.

**Theorem 1:** The $|\triangle \text{CMSE}| < \triangle \text{MSE}$, subject to the conditions $s \neq PR^{-1} r$ and $P \neq 0$.

**Proof:** First, consider a joint diagonalisation of $R$ and $P$ by using the strong uncorrelating transform (SUT) [39]–[41], given by

$$
R = \text{CIC}^H, \quad P = \text{CAC}^T,
$$

(43)

where $C$ is an $N \times N$ nonsingular square matrix, the inverse of which, $C^{-1}$, exists and is known as the SUT matrix, $I$ is the identity matrix and $A = \text{diag}\{\lambda_1, \lambda_2, \ldots, \lambda_N\}$ is a diagonal matrix of the circularity coefficients, whose values satisfy $1 \geq \lambda_1 \geq \cdots \geq \lambda_N \geq 0$.

By using SUT in (43), the non-zero vector $s - PR^{-1} r$ in both (21) and (42) can be expressed as

$$
s - PR^{-1} r = s - CAC^{-1} r,
$$

(44)

and according to the analysis provided in Appendix A, upon such joint diagonalisation, the $\triangle \text{MSE}$ in (21) and $\triangle \text{CMSE}$ in (42) can be expressed as

$$
\triangle \text{MSE} = [C^{-1} s - \Lambda C^{-1} r]^H \frac{1}{I - \Lambda^2} [C^{-1} s - \Lambda C^{-1} r],
$$

(45)

$$
\triangle \text{CMSE} = [C^{-1} s - \Lambda C^{-1} r]^T \frac{\Lambda}{I - \Lambda^2} [C^{-1} s - \Lambda C^{-1} r].
$$

(46)

**Remark 4:** Note that in (43), the condition $\lambda_1 = \lambda_2 = \cdots = \lambda_N = 1$ holds only when $x$ is real-valued, i.e., maximum noncircular with $R = P$ [39], [42]. In other words, for any complex-valued random vector $x$ discussed above, the matrix $I - \Lambda^2$ above is always nonsingular.

Now, by defining a non-zero $N \times 1$ vector $e$ as

$$
e = C^{-1} s - \Lambda C^{-1} r,
$$

(47)

where $e = [e_1, e_2, \ldots, e_N]^T$, and by considering (45) and (46), we have

$$
|\triangle \text{CMSE}| = \left| \frac{e^T - \Lambda}{I - \Lambda^2} e \right| = \sum_{n=1}^{N} \lambda_n \left| \frac{e_n^2}{1 - \lambda_n^2} \right|
$$

$$
< \sum_{n=1}^{N} \left| \frac{e_n^2}{1 - \lambda_n^2} \right| = \sum_{n=1}^{N} \left| \frac{e_n^2}{1 - \lambda_n^2} \right|
$$

$$
= e^H \frac{I}{I - \Lambda^2} e = \triangle \text{MSE}.
$$

(48)

This completes the proof of Theorem 1.

**Corollary 1:** Subject to the conditions $s \neq PR^{-1} r$ and $P \neq 0$, the bound $|\Re(\triangle \text{CMSE})| < \triangle \text{MSE}$ holds.

**Proof:** The proof follows directly from Theorem 1, since $|\Re(\triangle \text{CMSE})| < |\triangle \text{CMSE}|$.

**Corollary 2:** Subject to the conditions $s \neq PR^{-1} r$ and $P \neq 0$, it follows that $\triangle \text{MSE}_r > 0$ and $\triangle \text{MSE}_r > 0$.

**Proof:** The proof follows directly from Corollary 1, and (34) and (35).

### D. Numerical Evaluation

Numerical experiments in a widely linear system identification setting, as described in (2), were conducted in the MATLAB programming environment to evaluate theoretical findings in the above case studies. The widely linear system coefficients to be identified were those typically used to describe frequency-dependent inphase/quadrature (I/Q) imbalance in the direct-conversion transceivers for wideband wireless systems, given by [24], [25]

$$
h_o = a + \gamma e^{-j\theta} b, \quad g_o = a - \gamma e^{j\theta} b,
$$

(49)

where $a = [0.01, 1, 0.01]^T$ and $b = [0.01, 1, 0.2]^T$ are respectively the low-pass filter coefficients for the I (real) and Q (imaginary) branches of the transceiver, and the gain mismatch and phase mismatch between the two branches were respectively $\gamma = 1.05$ and $\theta = 8^\circ$. The desired signal (estimand) $y$ at time index $k$, that is, $y(k)$, was generated as

$$
y(k) = h_o^T x(k) + g_o^T x^*(k) + q(k),
$$

(50)

where the system input $x(k)$ was initially an improper Gaussian autoregressive AR(1) process, given by

$$
x(k) = 0.9 x(k - 1) + n(k),
$$

(51)

while the driving noise $n(k)$ was a zero-mean doubly white improper Gaussian process with variance $\sigma_n^2 = 1$ and complementary variance $\tilde{\sigma}_n^2 = 0.9$. The system noise $q(k)$ in (50) was a zero-mean doubly white proper Gaussian process, whose variance $\sigma_q^2$ was chosen so as to give the signal-to-noise ratio at 20 dB. All the simulation results were obtained by averaging over 10,000 independent trials.

This particular system setting satisfied the conditions of Case #3 in Section V-C in the sense that $\{y(k), x(k)\}$ were a jointly improper pair with an improper regressor $x(k)$. The theoretical MSE and complementary MSE (CMSE) differences between
the SL and WL estimators, that is, $\triangle\text{MSE}$ and $\triangle\text{CMSE}$, were respectively evaluated by using (21) and (29) and are given in Table I, while their MSE differences in the real and imaginary channels, that is, $\triangle\text{MSE}_r$ and $\triangle\text{MSE}_i$, were subsequently obtained by using (34) and (35), respectively. It has been justified by both the theoretical and simulated evaluations that the inequality $|\triangle\text{CMSE}| < \triangle\text{MSE}$ does hold, as proved in Theorem 1. Consequently, according to Corollary 2, we can draw the conclusion that the WL estimator has performance advantages in terms of MSE over its SL counterpart in both I (real) and Q (imaginary) channels, since $\triangle\text{MSE}_r > 0$ and $\triangle\text{MSE}_i > 0$, as evidenced by both the theoretical and simulated results in Table I.

We next considered a more constrained Case #2 in Section V-B, whose conditions were satisfied by making the Gaussian input $x(k)$ to the widely linear system in (50) proper.

In the experiment, this was achieved by using a proper driving noise $q(k)$ with a vanishing complementary variance $\sigma_q^2$ in (51). As discussed in Section V-B, this further constraint led to the degrees of the improperness of both estimators being identical, as indicated by $\triangle\text{CMSE} = 0$, and hence, the I and Q channels carried a half of the total MSE advantages of the WL estimator over the SL one, evidenced by $\triangle\text{MSE}_r = \triangle\text{MSE}_i = \triangle\text{MSE}/2$.

In the final stage, we investigated the most stringent conditions, as stated in Case #1 in Section V-A. These conditions were achieved by further setting $b = x = [0.01, 1, 0.01]^T$, $\gamma = 1$ and $\theta = 0^\circ$ alongside the proper regressor $x(k)$. In this way, the WL system identification task in (50) reduced to an SL one. As expected, in this situation the WL estimator could not offer any performance advantage as compared with the SL estimator, evidenced by $\triangle\text{MSE} = \triangle\text{CMSE} = \triangle\text{MSE}_r = \triangle\text{MSE}_i = 0$.

Table I shows that in all the cases studied considered above, the simulated results closely matched their theoretical counterparts.

<table>
<thead>
<tr>
<th>Case</th>
<th>$\triangle\text{MSE}$ simulated</th>
<th>$\triangle\text{CMSE}$ simulated</th>
<th>$\triangle\text{MSE}_r$ simulated</th>
<th>$\triangle\text{MSE}_i$ simulated</th>
</tr>
</thead>
<tbody>
<tr>
<td>#3</td>
<td>0.0169</td>
<td>0.0170</td>
<td>0.0044 + 0.0137</td>
<td>0.0106</td>
</tr>
<tr>
<td>#2</td>
<td>0.0894</td>
<td>0.0886</td>
<td>0.0447</td>
<td>0.0443</td>
</tr>
<tr>
<td>#1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>


VI. DISCUSSION AND CONCLUSION

Through a joint analysis of the standard MSE and the proposed complementary MSE (CMSE), we have provided new important and useful interpretations of full second order behaviours of the SL and WL estimators, which have been missing in the open literature. The proposed complementary MSE (CMSE) analysis has illustrated that the CMSE (improperness) difference, characterised by $\triangle\text{CMSE}$, between the SL and WL estimators, is bounded by its associated MSE difference, in the sense that $|\triangle\text{CMSE}| \leq \triangle\text{MSE}$. The equality holds only when $s = \text{PR}^{-1}r^*$, a subcategory of which is the so-called jointly circular case, characterised by $s = 0$ and $P = 0$. Secondly, a joint consideration of the standard MSE analysis and the proposed CMSE analysis has illustrated that the WL estimator always yields performance advantages over its SL counterpart in both the real and imaginary channels, since $\triangle\text{MSE}_r > 0$ and $\triangle\text{MSE}_i > 0$, except for the special condition $s = \text{PR}^{-1}r^*$ for which $\triangle\text{MSE}_r = \triangle\text{MSE}_i = 0$. Note that this rigorous characterisation cannot be achieved by using the standard MSE analysis only, due to its insufficient degrees of freedom to describe both the full second order statistics of data and the parameters of both SL and WL estimators. Thirdly, since the concept of improperness is a second order statistical property of random vectors in division algebras beyond the real domain $\mathbb{R}$, the physical intuition behind WL and SL estimators, as illustrated by the proposed analysis, is not limited to the complex domain $\mathbb{C}$ and can be generalised to other hyper-complex domains, e.g., the quaternion domain $\mathbb{H}$ and the octonion domain $\mathbb{O}$. For example, the overall MSE performance advantage, along all the four dimensions in $\mathbb{H}$, of the quaternion WL estimator over its SL counterpart, has been currently rigourously quantified for the generality of quaternion-valued Gaussian data, only in the standard way [43]–[46]. Simulations in the system identification setting support the analysis.

APPENDIX A

DETAILED DERIVATION OF $\triangle\text{MSE}$ IN (21) AND $\triangle\text{CMSE}$ IN (42) BY USING SUT

Consider the covariance matrix of the augmented input vector $x^a = [x^T, x^H]^T$, defined as [4], [6], [7]

$$R^a = E[x^a x^{aH}] = \begin{bmatrix} E[xx^H] & E[xx^T] \\ E[x^H x^T] & E[x^* x^T] \end{bmatrix} = \begin{bmatrix} R & P \\ P^* & R^* \end{bmatrix}. \quad (52)$$

Note that its inverse $R^{-a}$ can be expressed as [20]

$$R^{-a} = \begin{bmatrix} A & D \\ D^* & A^* \end{bmatrix}, \quad (53)$$

where the $N \times N$ Hermitian matrix $A$ and the symmetric matrix $D$ are given by [20]

$$A = [R - \text{PR}^{-1}P^*]^{-1}, \quad D = -\text{APR}^{-1}. \quad (54)$$

Now, by using the Hermitian nature of $A$ and $R$, as well as the symmetric nature of $D$ and $P$, from (54), we further have

$$D = D^T = -R^{-1}PA^* = -R^{-1}P[R - \text{PR}^{-1}P^*]^{-1}. \quad (55)$$
Therefore, based on (44), (54) and (55), from (21) and (42), we have
\[
\triangle \text{MSE} = [s - \text{C} \Lambda \text{C}^* r]^H A [s - \text{C} \Lambda \text{C}^* r],
\]
(56)
\[
\triangle \text{CMSE} = [s - \text{C} \Lambda \text{C}^* r]^T D [s - \text{C} \Lambda \text{C}^* r].
\]
(57)
We can now use the SUT diagonalised covariance and complementary matrices in (43) to represent \( R^* \) in (52), so that
\[
R^* = \begin{bmatrix}
\text{C}^H \text{C}^* & 0 \\
0 & \text{C}^* \text{C}^H
\end{bmatrix} = \begin{bmatrix}
\text{A} & \text{A} \\
\text{A}^H & 0
\end{bmatrix},
\]
(58)
In the same spirit, after a few mathematical manipulations, we have
\[
R^{-\alpha} = \begin{bmatrix}
\text{C}^{-H} & 0 \\
0 & \text{C}^{-T}
\end{bmatrix} \begin{bmatrix}
\text{I} & -\text{A} \\
-\text{A} & \text{I}
\end{bmatrix} \begin{bmatrix}
\text{C}^{-1} & 0 \\
0 & \text{C}^* \\
\end{bmatrix},
\]
(59)
where \( \text{C}^{-H} \) and \( \text{C}^{-T} \) respective denote \( (\text{C}^{-1})^H \) and \( (\text{C}^{-1})^T \). By comparing (53) and (59), we obtain
\[
A = \frac{\text{C}^{-H}}{1 - \text{A}^2} \text{C}^{-1}, \quad D^* = \frac{\text{C}^{-T} - \text{A}}{1 - \text{A}^2} \text{C}^{-1},
\]
(60)
and upon substituting these back into (56) and (57), this yields (45) and (46).
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