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A Normalized Gradient Descent Algorithm for
Nonlinear Adaptive Filters Using a Gradient Adaptive

Step Size
Danilo P. Mandic, Andrew I. Hanna, and Moe Razaz

Abstract—A fully adaptive normalized nonlinear gradient
descent (FANNGD) algorithm for online adaptation of nonlinear
neural filters is proposed. An adaptive stepsize that minimizes
the instantaneous output error of the filter is derived using a
linearization performed by a Taylor series expansion of the output
error. For rigor, the remainder of the truncated Taylor series
expansion within the expression for the adaptive learning rate
is made adaptive and is updated using gradient descent. The
FANNGD algorithm is shown to converge faster than previously
introduced algorithms of this kind.

Index Terms—Adaptive step size, gradient descent algorithms,
neural networks, nonlinear adaptive prediction.

I. INTRODUCTION

REAL-TIME signals are often nonstationary and the math-
ematical models that try to describe them are often very

complex, nonlinear, and difficult to derive [1]. With the aid
of nonlinear adaptive filters, this need for mathematical com-
plexity is relaxed and replaced by simple nonparametric models,
for instance, neural networks employed as nonlinear adaptive
filters [2], [3]. It is well known that these adaptive filters are
slow in converging to the optimal state [4], [5]. To achieve op-
timal performance, it is crucial that the learning rate, used in
gradient-based training, is able to adjust in accordance with the
dynamics of the network input and the neuron nonlinearity. Pre-
viously, a normalized nonlinear gradient descent (NNGD) algo-
rithm was derived [6] to improve the convergence of a simple
nonlinear FIR filter realized as a feedforward dynamical neuron,
shown in Fig. 1.

The equations that describe the adaptation of such a filter are
given by [2]

(1)

(2)

where is the instantaneous output error, the desired
output of the network the
vector of input signals
the vector of weights, the nonlinear activation func-
tion, and the learning rate. The cost function of this
nonlinear gradient descent (NGD) algorithm is given by
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Fig. 1. Nonlinear neural adaptive filter.

[2]. The derivation of the NNGD
algorithm starts from expressing the instantaneous output error
(1) by a Taylor series expansion as [6]

h.o.t. (3)

where h.o.t. denotes the higher order terms of the remainder of
the Taylor series expansion.

From (1) and (2), we have

(4)

(5)

Truncating (3) and substituting (4) and (5) gives

(6)
From (6), we can solve for to minimize the output error

, which yields

(7)

which is the learning rate of the normalized nonlinear gradient
descent (NNGD) algorithm [3], [6]. The NNGD algorithm uses
a first-order Taylor series expansion of the instantaneous output
error, which forces the algorithm to include an unknown vari-
able into the calculation, namely, the second and higher order
terms h.o.t. in (3). Although is time varying, for simplicity, in
the NNGD algorithm, this term was chosen to be a constant.

For nonlinear and nonstationary input signals, the statistics
of the signal change in time and a static approximation of the
truncated Taylor series expansion are often not good enough.
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Therefore, there is a need for adjusting using a gradient
descent approach, i.e., according to the variation of the statistics
of the input signal. Here, we derive a fully adaptive normalized
nonlinear gradient descent (FANNGD) algorithm, by using a
gradient adaptive and show that the proposed algorithm
converges faster than previously introduced algorithms of this
kind.

II. THE FULLY ADAPTIVE NONLINEAR NORMALISED

GRADIENT DESCENTALGORITHM (FANNGD)

The adaptive learning rate in the NNGD algorithm comes
from minimizing the error in (1) when expanded by the Taylor
series expansion. The derivation of the adaptive learning rate
is taken from the NNGD algorithm for a single layer network
with one output node. Let us denote .
Substituting the adaptive learning rate (7) into the weight ad-
justment (2) yields

(8)

To adaptively adjust the remainder of the Taylor series expan-
sion on the run, we propose a gradient-based adaptation

(9)

where is the gradient of the cost function
with respect to , and denotes the step size

of the algorithm. The values of the adaptive remainder from the
Taylor series expansion when are strongly coupled
with the initial value . This kind of initial state dependence
is typical of nonlinear systems.

From (9), we can now derive the gradient adaptive equa-
tion as

(10)

Combining (7) and (10), we obtain a fully adaptive nonlinear
normalized gradient descent (FANNGD) learning algorithm for
neural adaptive filters, for which the adaptation is described by
(1) and (2) with the learning rate

(11)

III. EXPERIMENT

For all the algorithms in the experiment, the order
of the nonlinear adaptive filter was , ,
net , net , and

. A Monte Carlo simulation with 300 runs was
performed, where white noise with zero mean and unit
variance was passed through a nonlinear filter described by [7]

(12)

Fig. 2. Performance comparison between FANNGD, NNGD, and NGD for
the nonlinear filter.

Fig. 3. Prediction gain variance, tap size, andC .

Fig. 2 shows that the FANNGD algorithm performs much better
than some static values of . However, for the NNGD, we
do not know the optimal value of beforehand. The perfor-
mance of the FANNGD algorithm is at least as good as the best
choice of in the NNGD algorithm.

As stated earlier, the initial value of is crucial to the per-
formance of the algorithm. A further experiment to find the op-
timal initial at time instant was carried out. The ex-
periment measured the performance of the adaptive filter using
the prediction gain , where is the esti-
mated signal variance, and is the estimated error variance. A
predefined number of iterations was set to normalize the results.
The performance of the nonlinear adaptive filter also relies on
the input tap size. In all the previous experiments, the tap size
was chosen . Fig. 3 shows the prediction gain against
varying tap size and . The input used was a white noise, with
zero mean and unit variance which was then passed through a
linear AR filter given by

(13)
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Fig. 4. Prediction gain variance contour plot.

To further exhibit the extremes of the prediction error surface, a
contour plot Fig. 4 shows the peak values for this data. Analysis
of the contour plot highlights the best performance of the adap-
tive filter, which in this case was achieved with

and a tap input of size . For nonlinear inputs,
these values are slightly different.

IV. CONVERGENCE

Although the optimal learning rate for the FANNGD algo-
rithm is given by (11), the algorithm should converge for a range
of values of and . It is our goal that as

. Also, for uniform convergence

(14)
Hence

(15)

and

(16)

This gives the convergence boundary for . We can now use
(16) to determine the convergence boundaries of , using
(11)

(17)

Solving the inequality with respect to gives

(18)

which is the lower bound for so that (14) holds.
The classical convergence analysis in terms of convergence

in the mean, mean square, and steady state follows the known
analysis from the literature [3].

V. CONCLUSIONS

A FANNGD algorithm for nonlinear neural adaptive filters
has been derived. This algorithm has evolved from the previ-
ously derived NNGD algorithm, and it has been shown that the
constant in the adaptive learning rate for the NNGD can be made
adaptive according to a gradient descent-based method. Simula-
tions on nonlinear input signals have shown that the FANNGD
outperforms the NNGD and NGD algorithms.
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