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Abstract—Recent advances in sensor and communication tech-
nologies have made the deployment of sensor networks in a variety
of roles feasible, including smart grid management applications
and collaborative target tracking solutions. While most research
in distributed adaptive signal processing is conducted in the real
and complex domains, inherently in many real-world applications
the data sources are three-dimensional. This scenario is ideally
suited for quaternions in terms of both convenience of represen-
tation and mathematical tractability. In this paper, we expand the
concept of distributed Kalman filtering to the quaternion domain in
order to develop a robust distributed quaternion Kalman filtering
algorithm for data fusion over sensor networks dealing with three-
dimensional data. For rigor, the mean and mean square behavior of
the algorithm are analyzed. Finally, the developed algorithm is used
to estimate the nominal system frequency in power distribution
networks and for collaborative target tracking applications.

Index Terms—Distributed estimation, frequency estima-
tion, smart grid, target tracking, quaternion-valued signal
processing.

I. INTRODUCTION

N RECENT years, sensor networks have been used in a va-
I riety of applications such as collaborative target tracking,
distributed fault detection, control of unmanned aerial vehi-
cles, and automated vehicle guidance technology [1]-[18]. In
these applications, algorithms based on Kalman filtering have
proven to be advantageous in terms of enhanced accuracy and
faster convergence rates, due to their underlying state space
model that accounts for observational noise. In addition, ow-
ing to the low implementation cost and computational effi-
ciency that distributed estimation and tracking techniques of-
fer, as compared to their centralized counterparts, distributed
signal processing algorithms have proven to be computation-
ally efficient, scalable with the size of the network, robust to
link failure, and suitable for real-time implementation [8]-[12],
[18], [19]. Most distributed signal processing algorithms are
developed in the real and complex domains; however, in our
three-dimensional world, real and complex-valued models lack
the dimensionality necessary to adequately represent the signal
of interest.
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Quaternions have been used in mathematics, physics, and
computer graphics in order to model three-dimensional rota-
tions and orientation in a compact and computationally efficient
fashion, where their division algebra allows us to avoid prob-
lems associated with rotation, e.g. gimbal lock [20]. Quater-
nions provide accurate and mathematically tractable solutions
with fewer constraints than those obtained in the real domain
through vector algebras. In addition, the introduction of the
HR-calculus [21], [22], a framework for calculating the deriva-
tives of quaternion-valued functions, and the augmented second-
order statistics of quaternion-valued random signals [23], [25],
a framework for exploiting the full second-order statistical in-
formation of quaternion-valued random signals, have led to the
development of quaternion-valued signal processing algorithms,
such as the class of quaternion Kalman filters developed in [26].
These are shown to outperform their real and complex-valued
counterparts in applications including frequency estimation in
smart grids [27], color image processing [28], [29], bearings-
only-tracking [26], spacecraft orientation tracking [30], kernel
learning [31], [32], and wind profile forecasting [33]. Although
a diffusion quaternion least mean square algorithm does ex-
ist [34], a fully distributed quaternion-valued sequential state
estimator is still lacking.

In light of the advantages that quaternion-valued signal
processing algorithms offer, we expand the framework of
quaternion-valued Kalman filtering to the distributed setting
in order to develop a rigorous distributed quaternion Kalman
filter applicable for frequency estimation in three-phase power
distribution networks and collaborative target tracking. Quater-
nions offer the dimensionality necessary to model such signals
directly in the multi-dimensional domain where they live. The
distributed quaternion Kalman filter is developed through de-
composing the operations of the centralized quaternion Kalman
filter in such a way that they can be performed locally by the
individual nodes (sensors) of the network. The performance
analysis of the developed algorithm shows that it is unbiased;
moreover, in order to quantify the mean square behavior of the
developed algorithm, a recursive expression for the augmented
covariance matrix of the estimation error is derived. This also
allows for the concept to be expanded to multi-task settings
through the introduction of a confidence measure.

Mathematical notations: Scalars, column vectors, and ma-
trices are represented by lowercase, bold lowercase, and bold
uppercase letters. The augmented state vector at time instant n
is denoted by x{., while I represents the identity matrix with
the same number of rows as the augmented state vector. The
transpose, Hermitian transpose, and trace operators are denoted
by (-)7, (-)¥, and Tr(-), whereas E[-] denotes the statistical ex-
pectation operator. The Kronecker product is denoted by ® and
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the operator Vec(-) transforms a matrix into a column vector by
stacking its columns. Finally, the real and quaternion domains
are denoted by R and H.

II. BACKGROUND

The skew-field of quaternions is a four-dimensional, non-
commutative, associative, division algebra. A quaternion vari-
able ¢ € H consists of areal part, }(¢), and a three-dimensional
imaginary part or pure quaternion, (q), which comprises three
components 3;(q), I;(¢), and Sy (¢); hence, a variable ¢ € H
can be expressed as

q=R(q) +S(q) = R(a) + Si(q) + 35(a) + S (9)
=qr +iq; +jqg; + kax
where ¢,, ¢;,q;j,q: € R. The unit vectors 4, j, and k& form the

orthonormal basis for the quaternion imaginary subspace and
obey the following product rules

ij =—Jji=k,jk=—-kj=1iki=—ik=j,
i’ =72 =k =ijk=—1
which also illustrate the non-commutativity property.

The involution of ¢ € H around x € H is defined as ¢ £
pqu~t [35]. In particular, the three self-inversing involutions

i

¢ = —igi=q +1i¢ — jgj — kqx
¢ = — jaj =aq —igq + ja; — kax
¢" = — kqk = q, —iq; — jg; + kax

that rotate the imaginary part of ¢ by an angle of 7 around the
i-, j-, and k-axis [35], are seen as the quaternion equivalent of
the complex conjugate operator. The real-valued components
of a quaternion number, ¢ € H, can be expressed using these
involutions as [22]-[27], [31], [33], [34]

1 o
4=~ (a+d —d —d")

1 . _
I i 7 k
& ==(g+d +d¢ +4d") oy
(D

4
G= (-0 +d —d") a=-—(a-d—d +d)
Y] 4k '
Furthermore, the quaternion conjugate is also a self-inverse

involution that rotates the imaginary part of ¢ around the i-, j-,
and k-axis simultaneously and is defined as [25], [35]

. Loy
¢ =Ra)-S(e) =5 (¢ +d +¢" —q)
while the norm of ¢ € H is given by
IQI:\/W:\/q%+q?+qf+qi.

A quaternion q € H can alternatively be expressed by its
polar presentation, given by [36]

q = lgle*” = lq| (cos(8) + Esin(6))

5:%, 9—atan<|%8)>_

where

&

Moreover, it is straightforward to prove that the sin(-) and cos(-)
functions can be expressed as

sin(f) = 1 (4 —e "), cos(0) =
2€
where! €2 = —1.

Consider the quaternion-valued function £(-) : H" — H and
the parameter vector q € HY: then, the function f is dif-
ferentiable with respect to q if and only if it satisfies the
Cauchy-Riemann-Fueter condition given by given by [22], [37]

Oftq) _ 1o 0f  of of | ofy_
g’ ‘4<aqr ’aqi“aqﬁkaqk)‘o'

However, the Cauchy-Riemann-Fueter condition imposes a se-
vere restriction on differentiable quaternion-valued functions,
only allowing for the differentiation of linear functions. One
elegant solution to this problem is the HIR-calculus [21],
[22], which based on the expressions in (1), establishes a
duality between R* and H. A quaternion function, f(q =
q- +iq; + jq; + ka) : HY — H can now be expressed in
terms of the orthogonal quaternion basis q, q', g/, and ¢,
such that f(q* = [q,q’,q’, q"]") : H*Y — H, where q" is re-
ferred to as the augmented quaternion vector. Then, by consider-
ing the real-valued components of f(q*) = £,(q") + if;(q") +
jf;(q") + k£, (q*) and through exploiting the isomorphism be-
tween R? and H, a relation can be established between the
derivatives taken in R* and those taken directly in H, allowing
for a unified framework for calculating the derivatives and es-
tablishing the gradients of quaternion-valued functions directly
in the quaternion domain.

The isomorphism between the augmented quaternion vector
q* = [q7 qi,qj7qk]T c H4N and [qraqiaqj,Qk]T c R*N has
been instrumental in the development of the augmented quater-
nion statistics that allow for the full second-order statistical
description of quaternion random variables through the use of
the augmented covariance matrix [23]-[25], given by

Cq = Elq" an]

(e +e %) ()

DN | =

Caq  Cqq Caa/ Caqt

_ Cyq Cqaq Cqq Cqg 3)
Coiq Coiqi Caiai Cqigr
Catq Cqrqi Cgrqi Cqigr

where V¢, ¢" € {1,1,j,k}, Cyc qr = E[q°q* ],

Remark 1: All elements of the augmented covariance ma-
trix in (3) are different involutions of Cyqi, Cqqi» Cyqr» and
Cgqq- Therefore, the complete second-order information within
the augmented covariance matrix is contained in the standard
covariance, Cqq, and the pseudo-covariances, C C
and Cg g .

To illustrate the need for such an approach, consider the min-
imum mean square error (MMSE) estimator of a variable, vy,
conditional to the observation, z, given by § = E[y|z]. For

qq’ qq’ »

Note that in order to express the sin(-) and cos(-) functions in their polar
from, as in (2), £ can be replaced with an arbitrary normalized pure quaternion
number [36].
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real-valued, zero-mean, and jointly Gaussian x and y, the solu-
tion is the standard linear estimator in the form of § = g’ x,
where g = [g1,99,...,9x5]" is a vector of coefficients and
X = [11,22,...,2x]" is a regressor vector of past observa-
tions. However, in the quaternion domain, following the com-
plex domain analogy [38], [39], the MMSE estimator has to be
expressed according to the individual components of the quater-
nion random variables; thus, for quaternion-valued y and x the
MMSE estimator is given by

U= Ely,|z,, zi, x;, x| + iEyi|z,, x, xj, 2]

+jE[yj|$mxz‘,9€j7$k] +kE[yk\xm$i,xj,$k]~

The expressions in (1) are now exploited to replace z,, x;,
xj, and xy, to give
§ = Ely,|z,2", 27, 2" + iBly; |z, 2", 27, "]
+ jElyj|z, o' 27, 2¥) + kElyy |z, 2", 7, 2*].
Therefore, for quaternion-valued, zero-mean, and jointly
Gaussian x and y, the MMSE solution is in the form of a

widely-linear estimator given by

y= ng +h'x +ul'x +vTxF
where gT, h7, uT, and vT are quaternion-valued coefficient
vectors and x is the regressor vector.

The augmented quaternion statistics in conjunction with the
HR-calculus have led to the development of a class of quater-
nion Kalman filters [26] that operate akin to their complex-
valued counterparts. For example, consider the evolution of the
quaternion-valued augmented state vector sequence {x
0,1,2,...}, given by

77’

X, = 6 (%, 1) + v,

where £, (+) is the state evolution function at time instant n and

{v%,n=0,1,2,...} is the augmented state transition noise
sequence. The objective is to track x? in real-time through
observations

Yo = (X)) + wj

where y? and A, (-) are respectively the augmented observa-
tion vector and observation function at time instant n, while
{w% ' n=0,1,2,---} is the augmented measurement noise se-
quence. In order to simplify the analysis, we shall approximate
the observation and state evolution functions in a widely-linear
fashion as £, (x%) ~ A¢x? and h, (x}) ~ H!x?, where A’
and H? are the Jacobian matrices of £, (-) and A, (-). Now, the
augmented sate vector sequence can be tracked using the quater-
nion Kalman filter (QKF) given in its information formulation
in Algorithm 1, where C,. and Cwa, denote the augmented
covariance matrices of v¢ and w¢, while X’ Rn—1 and x¢
represent the a priori and a posteriori estimates of x;. .

n|n

III. THE DISTRIBUTED QUATERNION KALMAN FILTER

Consider a set of sensors denoted by A/ that are intercon-
nected in a network and let the neighborhood of a node be the

Algorithm 1: Quaternion Kalman Filter (QKF) [26].
Initialize with:

f‘gw = B[x(]

M), = B[(xj — Ex{])(x; — B[x(])"]
Model update:
)A(%\nfl = Azfczfl\nfl
Mn\n 1 =Aj Mn 1n— 1A +CV"

Measurement update:
“ral  Wrpa!t aH ~7! a
Mn\n - Mn\n,fl + Hn Cw% Hn
_ Nfa@ aH !
G, =M., H C,,

sa  _ ga a _ fyasa
Xn\n - Xn\n,fl + Gy, (yn ann\nfl)

subset of nodes that communicate with that node, including self-
communication. Organizing all observations made by different
nodes throughout the network in the column vector

aT ]T

] T
yilzul,n = [y(llJN s 7y\/\/|

where y{, , represents the augmented observation vector at
node m at time n and |A/| denotes the number of nodes in
the network, allows the augmented state vector sequence to be
estimated by the centralized quaternion Kalman filter (CQKF)
given in Algorithm 2, where

- [Hl moc

(ul n

H|./\/| n]

is the column block matrix of the augmented observation func-
tions with Hy,  representing the observation function at node
m and at time instant n, while C,« is the augmented covari-
ance matrix of the column vector of the combined augmented

observation noises given by

a

col,n }T

w

. al al
- [wl,rw ce ’w|./\f\,n

Wlth w'ITL n
instant 7.
Although the CQKEF is optimal in the sense that it incorpo-
rates all the available information in the network, its operation
requires inversions of large matrices and the transfer of all ob-
servation vectors to the central node, which burdens the cen-
tral node with communication traffic and heavy computations.
We next show that the operations of the CQKF can be repli-
cated within a distributed framework by making the following
assumptions:
1) the network is “connected”, that is, there exists a path
between any two given nodes in the network,
2) the observation noise at one node is uncorrelated with the
observation noise at other nodes in the network.
Assuming that the observation noise at one node is uncorre-
lated with the observation noise at other nodes in the network
leads to a block diagonal C,, ~ and therefore the a posteriori

denoting the observation noise at node m and at time
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Algorithm 2: Centralized Quaternion Kalman Filter
(CQKF) [26].
Initialize with:

X = Elxg]

) H
oo = E[(x§ — Elx§]) (x5 — E[x5])"]
Model update:
fin\n 1 =Aj Xn 1ln—1
Y H
Mn\n 1 A Mn 1ln— 1A(717, + CV%
Measurement update:
Al -1
M?L\n - M \n 1 + Hcol nCwE‘,UZ_” H{clol,n
-1
Gn Ma 1|n Hrol n Cw”

col,n

Sa a a Sa
Xn\n n\n s G (ycol,n - Hcol.,nxn\n—l)

estimate of the augmented state vector can be expressed as

0 _ La
Xn|n - Xn\nfl

+ Z Mn\n

w! (y;ln - ?,nkz,\nfl) C)
vieN

The key in moving from a centralized implementation to a
distributed one is to formulate the a posteriori augmented state
vector estimate, X' AZ| ,,» in the from of the network average of the
local state vector estimates, ¢, , that is

> o, )

VIeN

X =

n|n |N|

with ¢}, denoting the local estimate of the augmented state
vector at node [ at time instant n, which is given by

d)ln:

|n1

+ |N‘ n\n 111 C (yl n o Ha X77\71— ) (6)

where the Kalman filter update is scaled by a factor of ||
to preserve the equivalence of the centralized implementation
in (4) and the distributed implementation in (5), (6). Further-
more, assuming uncorrelated observation noise throughout the
network, from Algorithm 2, we have

Mn|n L\n 1+ Z H w; n ?n,' (7)
vieN

Now, substituting (7) into (6) yields

d)?.n = 5(?1|n71 + Gl»,n (y?,n - ;Inf(?ﬂnfl) (8)

where Gy ,, is given by

Gl,n -
-1

a -1 71 a
‘N| M nin—1 + E : Hm n w”,, n Hm n l n C
VmeN

€))

Making the assumption that the network is connected, allows
-1
> vmen Holl, Cyo  HY, | to be obtained through a diffusion

of the local parameters H"HC w H} . Thus, M"‘ in the for-

mulationin (7) and Gy, in the formulatlon in (9) can be obtained
at each node in the network in a distributed fashion, which in
turn permits ¢7,, in the formulation in (8) to be calculated by
the individual nodes of the network. In addition, assuming a
connected network permits &%‘n to be obtained in a distributed
manner by averaging local estimates, ¢j ,,. Therefore, the op-
erations of the CQKF can be mirrored in a distributed fash-

ion through diffusion of the local parameters Hj C, « HI,

and the averaging of local estimates ¢ ,. The operatlons of
such a distributed quaternion Kalman filter (DQKF) are sum-
marized in Algorithm 3, where \; denotes the set of nodes in the
neighborhood of node !.

Remark 2: The DQKF implemented at a node is optimal
in the sense that it operates akin to a centralized Kalman fil-
ter combining all the information available to the nodes in its
neighborhood.

Remark 3: In essence, we have shown that locally optimal
Kalman filters can be implemented in a distributed fashion
by sharing only the local estimates ¢, and the parameters
C wi Hl n’
tering technlques (see [2], [9]) require the sharing of additional
information on local measurements, observation functions, and
noise covariance matrices. In addition, in contrast to conven-
tional distributed Kalman filtering techniques no extra mixing
coefficients are required for averaging local estimates, ¢;',, and
the effect of diffusing local estimates, obtained through different
observation functions and with different noise characteristics,
on the a posteriori estimate of the error augmented covariance
matrix, M“ is taken into account.

H} whereas conventional distributed Kalman fil-

v

IV. PERFORMANCE ANALYSIS

In order to analyze the mean and mean square performance of
the developed algorithm, the error of the augmented state vector
estimates is first expressed in a recursive manner. The difference
between the true augmented state vector and the local estimate
at node [ and at time instant n is given by €, = xj, — ¢,
which can be alternatively expressed as '

a _ La sa
€0 = Xp _Xl,n\nfl

a a Sa
— Gl.n (YZ,n - Hlﬂz,xlgn\n—l)

where upon replacing y}, =

a
. | we have

Xn + wl n and 6l n

lrL [n—1 =

_%a
X Xl,n\n—

€, = (I — G”,H?n) e}ln -Gy wi,. (10)

[n—1
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Algorithm 3: Distributed Quaternion Kalman Filter
(DQKEF).
Fornodel ={1,---
Initialize with:

[N}

’2?70\0 = E[xg]

fop = B[ — Ex))(x) — Elxj])" ]

Model update:
sa _ AGQGa
Xl.,n|n71 - Anxl,77,71|77,71
“ra o anga aH
Ml,n|n—l - Aan,n—l\n—lAn + CV?,

Measurement update:

Crat E ! a
Ml,n\n MI n\n—l + (Hm n Cw;‘n _n Hm,n)

YmeN;
lH
Gl,ﬂ “/\[I| l n|n H; C
a _ ga a a sa
¢l,n - Xl,n|nfl + Gl-f’l (yl,n - l,nxl.n|nfl)

Information sharing:
1) Share ¢}, With neighboring nodes.

2) Share Hl " C Hj',, with neighboring nodes, only if it Ele

has changed compared to the previous time instant.
Averaging:

)A{ln\n = N Z d)m n

Vm eN

Furthermore, substituting €',
(10) gives

j— a a a g5
[n—1 Anel.nfl\nfl + v, 1nto

a
6l,n

= (I - Gl,nHEl.n) AZ einfl‘”fl

+ (I — Gl,nHﬁn) v, — Gl,nw?_n.

Y

a

n
Now, consider the difference between the true augmented

state vector and its estimate obtained at node [/, given by

= Xa

a
€n n

ca
- X 71,\17,

Z ¢m N ‘N Z 67,1 n (12)

Vm eN, I YmeN;

where replacing (11) into (12) gives a recursive expression for
the augmented state vector estimation error as

1
I VAl I-G, H“ a.a
€lnn |M| v,% ( m, n) A
1
* mv% (1 G, HY ) vl 0%
Z Gm "me nt
| Wn eN;

From Algorithm 3, we can now substitute

G* H® — Ma

m,n m,n m, ’l’l

m M "/\/’771 ‘C Ha

(2 A (N 1)

Puon

into (13) to yield

1 ~
G?n\n = N Z (I_ ;ln.,n|nP77%”L) A?Lé:ﬁ,nfl\nfl
| ll VmeN;
1 ~

VAl Z (I_ amn\n,Pm-n> Vfrlz

|M| Ym eN;
> Guawh (14)

|M VmeN;

A. Mean Error Behavior

Taking the statistical expectation of (14) and noting that v/
and w! = are zero-mean results in

> (-

YmeN;

m,n

M(l

m,n

1

171|n} W \anJL) A E[ €m n—1n—1 ]
15)
Therefore, given thatVm € A : X7, o0 = E[x(], theexpression
in (15) indicates that the algorithm operates in an unbiased

fashion.

B. Local Mean Square Error Behavior

Given the error of the augmented state vector estimates in the
formulation in (14), the augmented error covariance matrix of
the augmented state vector estimates at node [ and time instant
n can be expressed as

a a aH
Zl,n =F |:El,n\n€l,n\n:|

== Sl,ngnfl S]Hn + Rl,nvn R{{n + Ql,anQIHm, (16)
where the expressions
aT aT T aT aT *
& =F “:el,nnw REERIVIRY \n] {el,n\n’ T G\N\yn\n} :|
aT aT r aT aT ¥
Wn:Ele_’n,...,wNm} |:w1n,...7w‘N‘1n:| :|
Cu; Cug
V, =block(Cyy ) = | : : (17)
Cu; Cus

represent respectively the state estimation error cross-
covariance between all nodes in the network, the observation
noise cross-covariances between all nodes in the network, and
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a block matrix with all its elements equal to Cv;‘, , while

- R H - H
a1 AL (1=, Py )
. H
g 1 o ALH (I - Mg’nmpm)
l,n ‘M| .
P i
Ay (I - Mmmnwa,n) |
. H H
oy (T-M,, Pra )
- Py, )
1 al,? < - ;n"n 2,71)
Rin=——+ o (18)
"IN :
Y (l‘ i
_O‘l,W\ (I - M\N|,n\nP\N|~”) ]
Ql n — L [OZ[ lGl ny 1 2G2 ny 00 \N|G\N\ n}
TN ’ .

with
{ 1, ifmeN
Qo =

0, otherwise.

We shall now use the following standard assumptions in
steady-state Kalman filtering analysis [40]:
1) the state evolution function and observation functions for
all nodes in the network become time invariant, i.e.

M a __ a
lim, 0 A2 = A

lim,, oo H;I , = Hj

WGN:{

2) the state evolution and observation noises are stationary,
thatis, Cp. — Cye and W,, — W, which in turn implies
thatV,, — VandVl € N : Cur — Cup.

3) the matrix pairs VI € N : {A® HJ } are observable and

the matrix pair {A“, Cé } is controllable.
Then, it follows that for all nodes in the network, M?,Mn
becomes time invariant. Moreover, from the expressions in
(18), a time invariant l\A/Iﬁn‘n would result in the matrices
{Si.n,Rin, Qi } also becoming time invariant, which can be

summarized as
. hmn—»oc Sl,n = Sl
=M} =>VieN: lim, R, =R
lim,, o Ql,n = Ql

Given lim My, .
n—oo
and therefore 3}, converges.

Remark 4: From Algorithm 3 and the expression in (16),
notice that the correlation between the observation noise at dif-
ferent nodes in the network does not have an effect on S; ,,,
Ry, and Q.. In addition, Tr(X{ ) is linearly dependent on
Tr(Q;» W, Q). Hence, for a constant value of Tr(W),,), we
have that Tr(Q;,, W, Q/’,) and therefore Tr(X{, ) are mini-
mized (cf. maximized) when the observation noises at different
nodes are uncorrelated (cf. fully correlated).

Remark 5: Note that since {S; ,,, R, Qi } given in (18)
are linearly dependent on |A;|, which is referred to as the

connection degree of the node. Therefore, the term 3}, in (16)
will also be dependent on the connection degree of the node.

C. Global Mean Square Error Behavior

From the expression in (14), the estimation error cross-
covariance between all nodes of the network, &,, can be given
in a recursive formulation as

En = SunaS) + RVR + QW Q) (19)
where &, V,,, and W, are given in (17), while
Sin R, Qi
S, = : , Ry = : ,and Q, = :
Siwin Rixin Qvi.n

Then, if convergence conditions in Section IV-B are satisfied,
ie. V, — Vand W, — W, as a result of local convergence,
matrices {S,,, R, Q,, } become time invariant, that is

lim S, =8, lim R, =R,and lim 9, = Q

n—oo n—o0 n—o0
and &, in (19) converges, thatis, £, — & asn — oo. Therefore,
the expression in (19) simplifies to a quaternion-valued discrete
time Lyanpunov equation given by

E=8EST + RVRY + owor. (20)

Invoking the duality between R and H established using the
expressions in (1) and through decomposing the quaternion-
valued matrices in (20) into their real-valued components, the
closed form solution to the equation in (20) can be obtained as

Vec(EHR) — (I _SHR g SIH”R)_1 Vec (AHR) @1)

where A = RVR + QWQH and 7 is an identity matrix with
the same number of rows as SHR @ SHR \hile

& —& —& -&
g _ |6 & <& &
g & & &

& -& & &

with SHR and AHR defined analogously.

D. Extension to Multi-Task Networks

Note that in Algorithm 3 it is assumed that all the nodes
in the network are estimating the same augmented state vector
sequence; however, in many applications this assumption may
not hold true and therefore it becomes necessary for a node
to identify other nodes in its neighborhood that are estimating
the same augmented state vector sequence. Let x}, and x3, ,
denote respectively the augmented state vectors of nodes ! and m
at time instant n. Considering that e;?‘n‘n_l =x7, — A;,l,'n,|n—1;
from Algorithm 3, eﬁn‘wl is a zero-mean quaternion-valued
Gaussian random vector with the augmented covariance matrix
1\7[7,7””71. Therefore, from (13) and considering that wj, is a
quaternion-valued zero-mean Gaussian random vector, €, =
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x{, — @i, will also be a zero-mean quaternion-valued random
vector with the augmented covariance matrix

Ce;l_n ( Gl ”Hl n) I- Gl,n lam)H

l ;nin—1 (

+Gy,Cuy GIT. (22)

Now, consider a measure of difference between the observa-
tion at node m and its predicted value given the local estimate
at node [, defined as

a
Hm n d)l n
— H¢

m,n

m n (¢z n

a
no wlm,

a —
Ym no
— H®

m., 77

(l m)

Ax|, (I,m),

where Asc‘(ll_m _ denotes the difference between the augmented
state vectors at nodes [ and m at time instant n. Note that
r’&,m) is a quaternion-valued Gaussian random vector with the
augmented covariance matrix

C,«
Tm)

=H! ,Co HI +Cuo (23)

and mean vector Hj, | Ax{ (Lm)n , where Cer s given in (22).

In the case when the nodes ! and m are estlmatmg the
same augmented state vector sequence; AX{; 0 and
hence HY , Ax! = 0. Therefore, the Mahalanobis dis-

m,n (I,m)y,
) can be used as a confidence mea-

1
tance d = r(l m)C (1,m) (1 m

sure to indicate Whether rf (Lm) is an outlier (¢f. not an outlier) for
a zero-mean quaternion-valued distribution with the augmented
covariance matrix C . indicating that the local estimate at

node I, ¢, offers an 1nva11d (cf. valid) update for the aug-
mented state vector estimates at node m given the measurement
y?ﬁ N

Remark 6: Note that if Ax = 0; then, d is a chi-square
random variable whereas for the case where Ax( Lm)n # 0 the
confidence measure, d, is a non-central chi-square random vari-
able. This allows the probabilities of miss-detection and false
alarm to be established using numerical methods for given val-
ues of Ax? (m ) [41], [42]. Since, in most applications prior
knowledge of AX< , ). 1s not available, in the solution devised
here, the threshold is set to be the 90% probability mass line of
a zero-mean quaternion-valued Gaussian random variable with
the augmented covariance matrix given in (23) essentially as-
suming that the threshold is satisfied (cf. not satisfied) due to the

fact that Ax{; = 0(cf. Ax(; ) # 0).

V. APPLICATIONS

The newly developed DQKF was applied for frequency es-
timation in three-phase power distribution networks and for
collaborative target tracking. In the simulations, the network of
20 nodes shown in Figure 1 was used, where the estimates of
the system frequency or target location from the node denoted
by the red circle were used for illustrating the performance of
the DQKF.

Fig. 1. The network of 20 nodes used in simulations, where the nodes are
marked by red “*” and the connections are shown with blue lines. The node for
which the estimates of the system frequency or target location are illustrated in
later sections is marked by a red circle.

A. Frequency Estimation in Smart Grids

Consider the instantaneous voltages of each phase in a
three-phase power system, given by [43]

Van = Vansin( 2o fATn 40, ,)

2
UVpn = %nSln<27TfATn —+ eb,n + ?ﬂ-)

4
%)
where V, ,,, V; ., and V_ ,, are the instantaneous amplitudes,
Oun> Opn, and 0., represent the instantaneous phase shifts,
and AT is the sampling interval, while f denotes the system
frequency. The three-phase system is referred to as balanced if
Vo =Von =Vepnand 6, ,, = 60, ,, = 0.,,. The power grid is
designed to operate optimally at a nominal frequency and in a
balanced fashion. Large deviations from the nominal frequency
and unbalanced operating conditions can adversely affect the
performance of different components of the power grid, such
as compensators and loads [44], [45], resulting in harmful op-
erating conditions that can propagate throughout the network.
In addition, real-time frequency tracking reveals essential infor-
mation about the dynamics of the power grid, such as power
generation-consumption mismatch. Therefore, smart grid con-
trol and management applications require accurate estimates of
the power signal frequency in order to ensure nominal operating
conditions [18], [27].

For more than 50 years the standard approach for the analysis
of three-phase power systems has been to apply the Clarke
transform, given by [43]

(24)

Ve = V. psin (QWfATn + 6.,

Vo,n 3 ? ? ? Va,n
Va,n - g 1 *% *% Ub,n (25)
V3.n 0 @ —? Ve,n

for mapping the three-phase voltages onto a new domain where
they are represented by the complex number v,, = v, + Vg .
Note that due to the lack of dimensionality of complex numbers,
Vg, has to be ignored in practical applications, which com-
promises complex-valued analysis techniques when it comes
to dealing with three-phase systems as they cannot fully
incorporate the available information.
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Quaternions were used in [27] for modeling three-phase
power signals in order to provide a framework for incorporating
all the available information, where the three-phase voltages in
(24) were combined together to generate the quaternion signal

Gn = Wan + JObpn + Kvep . (26)
A simple mathematical manipulation on (26) yields
Gn = A1 ncos(2nATR) + Ag ,sin(2nATn) 27)
where A7, and A ,, are given by
Ary =iV, usin(0, ) + jV ,sin <9b,n + 2?:T>
+ kV, ,sin <90_yn + 4;) (28)

4
AQ,n = Z‘V;J,,ncos(ea,n) +jv;),ncos (91),77, + ;—)

4
+ kV, ncos (00,,1 + ;r) .

Replacing the sin(-) and cos(-) functions with their polar
representations, gives

A n f "
P %(e(’YQWfATn) n e—(nyw/ATn))
A n v [ . .
+ %(e“QWIATn) —e (",Qﬂ'fATﬂ)) (29)

where v = S (A1, Ag ) /IS (Ar.nAg »)|- Upon rearranging
the expression in (29), we have

Ary, AQ,n) (v2m fATR)
4 = ( 2 + 2 ¢
@
i (Al,n . AQ,rL>ef(A/27rfATn) (30)
2 2y

qn
where ¢,, has been divided into the two counter-rotating signals
g7 and g, , which can be expressed by the quaternion linear
regressions

e“,/QWfAT e—“/QWfAT

3D

Taking into account the quaternion linear regressions in (31),
where the phase incrementing element of ¢,* is the quaternion
conjugate of the phase incrementing element of ¢, , a state
space model for ¢, is proposed in Algorithm 4, where ¢, =
V27 fAT 3, s the state evolution noise, and w;, the observation
noise. Note that in all simulations in this section the sampling
interval was considered to be AT = 0.001 s.

Remark 7: For a balanced three-phase system it can be
shown that v = (i + j + k)/v/3 and ¢, = 0 (cf. ¢ = 0) if the
system is positive sequenced (cf. negative sequenced) allowing
to detect the incidences when the three-phase system is oper-
ating under unbalanced conditions and take appropriate action
for restoring balanced operating conditions. Since the output of

4 =4, and ¢, =q,

Algorithm 4: State space model used for frequency
estimation.

©n Prn-1
State evolution function: | q,7 | = qntl Yn-1| +Vn
q7; qr;—l 902 -1
©n
Observation function: g, = [0 1 1] a,b | +wn
9

Estimate of frequency: fn = 271AT S (In (¢,))

50.5 Local-QK

Frequency (Hz)

4‘3.50 ] 1

Time (s)

Fig. 2. Frequency estimation using the DQKF and the local-QKF. The esti-
mate of the system frequency obtained by the DQKEF is in solid blue line and
the estimates obtained by the local-QKF are given in red.

the Clarke transform does not incorporate all the available infor-
mation in the three-phase signal, the operating conditions of the
power system is not retrievable in complex-valued frequency
estimators based on the Clarke transform.

In the first simulation, the three-phase system was considered
to be initially operating at its nominal frequency of 50 Hz in a
balanced fashion; then, the system suffered a fault resulting in
unbalanced operating conditions characterized by an 80% drop
in the amplitude of v, ,, and 20 degree shifts in the phases of vy, ,,
and v, , ; furthermore, the frequency of the system experienced
a step jump of 0.5 Hz. The fault lasted for a short duration and
the system returned to its balanced operating condition and its
nominal frequency. The estimates of the system frequency at
the node indicated in the network shown in Figure 1, obtained
through implementing a local-QKF and the newly developed
DQKEF are shown in Figure 2. Note that the estimates of the
system frequency obtained through implementing the DQKF
have significantly lower steady-state variance as compared to
those obtained by the local-QKF.

In the second simulation, the three-phase system experiences
a rise (cf. fall) in frequency due to a mismatch between power
generation and consumption, while operating under the same
unbalanced conditions characterized in the first simulation. In
Figure 3, the estimates of the system frequency obtained at the
node indicated in the network shown in Figure 1, through imple-
menting a local-QKF are compared to those obtained through
implementing the DQKF. Observe that the developed DQKF
accurately tracked the system frequency and achieved a lower
steady state variance as compared to the local-QKF due to
cooperation between nodes in the network.
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Frequency (Hz)

Fig. 3. Frequency estimation for an unbalanced three-phase system with
changing frequency at the rate of 1 Hz/s. The estimate of the system frequency
obtained using the DQKF is in solid blue line and the estimates obtained using
the local-QKF are given in red.
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Fig.5. Frequency estimation in a power distribution network using real-world

data from two neighboring nodes.

In the third simulation, frequency estimation using real-world
data recorded from two neighboring nodes in a power distribu-
tion network was considered. The recorded data are shown in
Figure 4, where both nodes suffered a fault 0.1 second after the
recording started. Although Node-2 recovered, Node-1 contin-
ued to operate in an unbalanced fashion. The estimates of the
system frequency with and without the proposed multi-tasking
technique are shown in Figure 5. Observe that the developed
algorithm was able to detect that the nodes are operating un-
der different circumstances and isolated their local estimators
preventing bias in the estimated frequency.

In Figure 6, the mean square error (MSE) performance of
the proposed quaternion frequency estimator, implemented us-
ing a local-QKEF, the newly developed DQKEF, and the CQKEF is
compared to that of its complex-valued counterparts that use
the linear complex Kalman filter (LCKF) and widely-linear

485
10
o LCKF 20, o o ° [
0 = WLCKF
o Local QKF 10
= 2 v DQKF = o
8% . 5 |scakF g .,
¥ o -
% -20 v My A S .
= o al = 5 ¥ e °
30 ¥ 8 ¥ ;
h Bie -30 N
¥ ¥
-40 , -40 i
30 40 50 60 30 40 50 60
SNR (dB) SNR (dB)
@ (b)
Fig. 6. Mean square error performance of various frequency estimation al-

gorithms: a) balanced three-phase system, b) unbalanced three-phase system
characterized by an 80% drop in the amplitude of v, , and 20 degree shifts in
the phases of v, ,, and v¢ ;.

complex Kalman filter (WLCKF) (see [46], [47]). Notice that the
quaternion frequency estimator not only outperformed its lin-
ear and widely-linear complex-valued counterparts, but also the
unbalanced operating conditions did not affect the performance
of the quaternion frequency estimator, a desirable characteris-
tic for frequency estimators in three-phase systems. Further-
more, employing the developed quaternion frequency estimator
in its distributed form reduced the MSE by approximately 4dB.
Implementing the quaternion frequency estimator through the
CQKEF only improved the steady-state variance performance
by around 1dB as compared to implementing the quaternion
frequency estimator through the DQKF.

B. Collaborative Target Tracking

We next considered the problem of tracking the location of a
target in the three-dimensional space. To this end, consider the
state vector [26]

Z'Ll'n +]LU:L +kLZn

Xp = | . . .
iLy, +jLy, +kL;,

where {L, , L, L, ‘and{L,, L, L., }denote the location
and speed of the target along the X, Y, and Z axes. The state
evolution function now becomes

1 AT $(AT)? )
Xn = X, + n
1701 AT |7
A B

where AT denotes the sampling interval and 7, =i, , +
JNj.n + kN n is a zero-mean quaternion-valued random vari-
able used to model acceleration. The nodes in the network shown
in Figure 1 are attempting to estimate the state vector through
observations

Vl E N : yl771, - [0 1] Xn +wl771

——
H

(33)

which can be achieved by quaternion-valued Kalman filter-
ing [26], where the state involution and observation equations
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Fig.7. Collaborative target tracking using the DQKF, showing the position of
the target and its estimates along the X, Y, and Z axes. The initial values for
the target position and its estimate are denoted as “starting points”.

are used in their augmented formulation given by

Xy = A'X, + By,
VieN: (34)
yin, =H'x; +wi,
with A% = block-diag(A), H* = block-diag(H), and B® =
block-col(B) representing block diagonal matrices that have
A, H, and B as their diagonal elements respectively.

Remark 8: Note that since state evolution and observa-
tion noise have vanishing real components, i.e. R(n,) =
R(w,) = 0, they will have non-vanishing pseudo-covariances
and the augmented formulation becomes necessary in order fully
incorporate the second-order information.

In the first simulation, the quaternion Kalman filter was im-
plemented to track a maneuvering target, where AT = 0.04 s,
whereas 7, was a zero-mean unit variance quaternion Gaus-
sian random variable with all its pseudo-covariances equal to
—0.33, while for all nodes in the network the observation noise
was selected as a zero-mean quaternion Gaussian variable with
the variance of 0.009 and pseudo-covariances c_,; = —0.007,
c,wi = —0.001, and c,,,» = —0.001. The estimate of the lo-
cation of the target, at the node denoted in Figure 1, obtained
through the DQKF are shown in Figure 7; in addition, the steady-
state MSE performance of each node is shown in Figure 8.
Observe that the newly developed DQKF can accurately track
the target and that the steady-state MSE of each node obtained
through simulations closely follows those obtained through the
analysis in Section I'V-C.

We next considered the problem of tracking the position of
a maneuvering target where the sensors can only measure the
bearings of the target. Commonly referred to as bearings-only
tracking, this problem is often encountered in passive radar or
sonar tracking applications. Since none of the nodes have access

=17
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Fig. 8. Steady-state MSE performance of different nodes in collaborative

target tracking implemented through the DQKF and CQKF.
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Fig. 9. Collaborative target tracking using bearings-only measurements. Po-

sition of the target and its estimates along the X, Y, and Z axes are shown
respectively in the top three graphs, while the bottom graph shows the location
of the target and its estimate in the three-dimensional space. The initial values
for the target position and its estimate are denoted as “starting points”.

to the range of the target, arriving at a unique solution using only
the information available to one node is not possible. A solution
to this problem is given in [26] using a quaternion Kalman filter
that combines the observations of two sensors in order to locate
the target through triangulation; however, the results are not
generalizable for implementation over sensor networks. Taking
into account that the developed DQKEF operates akin to a CQKF
that has access to observations from its neighboring nodes, in
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the solution designed here, the proposed DQKEF is implemented
in the sensor network where the diffusion of local estimates is
exploited to force the nodes to arrive at a unique solution, based
on observations from all nodes in the network.

In the second simulation, we considered tracking the location
of a target moving inside a 24 x 24 x 24 cube using bearings-
only measurements. The 24 x 24 x 24 cube was sub-divided
into 20 equal sized cubes each housing, at its center, a node of
the network shown in Figure 1. The bearings-only measurements
for every node in the network is given by

targ __ 1sen
Ln Ll

targ sen
’ n - Ll |

VieN:y., = + win

where L!%"9 represents the location of the target at time instant
n, L;°" denotes the location of node (sensor) [, and wy , is
the observation noise at node / at time instant n. Note that the
state evolution equation remains the same as the one given in
(32). The sampling interval was AT = 0.04 s, with the state
and observation noise statistics kept the same as in the previous
simulation. The estimate of the location of the target at the node
at (4.4,4.4,4.4) is shown in Figure 9. Observe that the proposed
algorithm was able to accurately track the location of the target.

VI. CONCLUSION

A distributed quaternion Kalman filter has been developed
for distributed sequential state estimation in sensor networks.
This has been achieved through decomposing the operations of
the centralized quaternion Kalman filter in such a fashion that
they can be performed by individual nodes in the network so
that the final state vector estimate can be obtained by averaging
local estimates obtained at each node. The proposed algorithm
differs from existing distributed Kalman filtering techniques in
that it does not require mixing coefficients for averaging local
estimates. The proposed algorithm also takes into account the
effect of averaging local estimates on the a posteriori estimate
of the augmented covariance matrix of the augmented state
vector estimation error. In addition, the concept has been ex-
panded for application in multi-task networks. The performance
of the developed algorithm has been analyzed and quantified
through establishing a recursive expression for the estimation
error. Finally, the developed algorithm has been used for estimat-
ing the fundamental frequency of three-phase power distribution
networks and for collaborative target tracking.
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