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Abstract. The energy of brain potentials evoked during processing of visual stimuli is considered as a new

biometric. In particular, we propose several advances in the feature extraction and classification stages. This is

achieved by performing spatial data/sensor fusion, whereby the component relevance is investigated by selecting

maximum informative (EEG) electrodes (channels) selected by Davies–Bouldin index. For convenience and ease of

cognitive processing, in the experiments, simple black and white drawings of common objects are used as visual

stimuli. In the classification stage, the Elman neural network is employed to classify the generated EEG energy

features. Simulations are conducted by using the hold-out classification strategy on an ensemble of 1,600 raw EEG

signals, and 35 maximum informative channels achieved the maximum recognition rate of 98.56T1.87%. Overall,

this study indicates the enormous potential of the EEG biometrics, especially due to its robustness against fraud.
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1. Introduction

A number of biometrics has been in use for iden-

tifying individuals, in addition to the standard one

based on fingerprints [1]. These include techniques

that relies on: DNA, hand geometry, palm print, face

(both optical and infrared), iris, retina, signature, ear

shape, odor, keystroke entry pattern, gait, and voice

[2]. Other emerging biometrics such as ear force

fields [3], heart signals [4], and brain signals [5–7]

have been proposed in recent years. As signal re-

cording from the brain is rather complicated, biomet-

rics based on brain signals has not been studied

extensively though it is one of the most fraud resistant

biometrics.

There are only a handful of studies that have

utilised this brain signal based biometric. These

include results by Paranjape et al. [6] who studied

autoregressive (AR) modelling of EEG in combina-

tion with discriminant analysis and achieved a classi-

fication accuracy ranging between 49 and 85%, while

Poulus et al. [7] studied the problem of distinguishing

an individual from the rest using a set of EEG

recordings. Their method was based on AR model-

ling of EEG signals and Linear Vector Quantisation

(LVQ) neural network (NN), which gave 72–80%

classification accuracy. However, this method was

not tested on the task of recognition of individual

subjects.

Our aim in this paper is to provide further

perspective on the possibility of EEG based person

identification. The approach here is an extension to

the one proposed in [5], where person identification

was achieved using features from 61 channels.

Different persons will have dissimilar activity in

some or all parts of the brain even for the same mental

task, and this combined with the fact that brain

responses cannot be faked, makes this method suitable



for the use in biometric applications. The Elman NN is

used to classify (that is recognise) different persons

using the extracted EEG biometric features.

1.1. The Proposed Method

The method proposed in [5], despite its relative

simplicity and high success ratio, suffered from

several drawbacks, such as a decrease in the

accuracy with the increase in the size of the recorded

dataset and number of individuals to classify, and a

relatively narrow frequency range used in the

processing of signals.

Several improvements are introduced in order to

increase the success rate of person identification.

This is supported by a comprehensive analysis

tackling all the aspects of the method, such as pre-

filtering, usable frequency ranges and postprocess-

ing. Further, a reduction in the number of required

channels is also sought out. The experimental results

support the analysis.

2. Experimental Study

2.1. EEG Biometrics as a Data Fusion Problem

The processing of EEG recordings coming from

multiple electrodes may be considered as a multi-

channel signal processing problem. Notice, however,

that the electrodes on the scalp of a subject are

located so as to record the electrical activity of

different brain areas. These areas in the cortex are

responsible for a variety of cognitive and motor

tasks, and the brain electrical activity recorded from

these spatially distributed electrodes reflects the

nature of the task being processed. For instance, the

P3 component from midline parietal is responsible for

decision making processes arising from visual stimuli

[8]. Therefore, the processing of multi-channel EEG

recordings represents a data fusion problem, since we

combine the data coming from different information

processing mechanisms within the brain.

2.2. EEG Data

EEG signal data recorded non-invasively from the

scalp were used. EEG signals are electrical potentials

exhibited by neuronal excitations in the cortex [9].

For this study, the EEG signals were recorded with

the subjects observing drawings of common black

and white objects.

2.3. Data Processing

To obtain EEG signals in gamma frequency range,

filtering was performed, and the energies of these

filtered signals were used as a set of features (after

some preprocessing) to be classified by the Elman

neural network (ENN) [10] trained by the resilient

backpropagation (RB) algorithm [11]. The use

gamma band was suggested by other studies [12]

which have, for instance, successfully used gamma

band spectral features to differentiate between

alcoholics and non-alcoholics. Gamma band is

suitable as EEG oscillations in this frequency band

are believed to be involved in feature binding

process during visual perception [13].

2.4. Data Acquisition

The subjects (totalling 40) were seated in a reclining

chair located in a sound attenuated RF shielded

room. Measurements were taken from 61 active

channels placed on the subject_s scalp, sampled at

256 Hz. The electrode positions were according to

the extension of Standard Electrode Position No-

menclature, recommended by the American En

cephalographic Association.

2.5. Visual Stimuli

The EEG signals were recorded from subjects while

being exposed to a stimulus, which consist of

drawings of objects chosen from Snodgrass and

Vanderwart [14] picture set. These pictures represent

common black and white objects, such as, for

instance, airplane, banana, and ball. These were

chosen according to a set of rules that provides

consistency of pictorial contents. They have been

standardised based on the variables of central

relevance to memory and cognitive processing.

These objects had definite verbal labels, i.e. they

could be named.

2.6. Mental Task

The subjects were asked to remember or recognise

the stimulus. Stimulus duration of every picture was
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300 ms with an inter-trial interval of 5.1 s. All the

stimuli were shown using a display located 1 m away

from the subjects. One-s EEG measurements after

each stimulus onset were stored. Figure 1 illustrates

a stimulus presentation. This data set used is a subset

of a larger experiment designed to study the short-

term memory [15].

2.7. Artifact Removal

EEG signals contaminated with eye blink artifacts were

not considered in the classification, and were detected

using a 100 mV threshold. This is a common threshold

value in EEG studies, and is used since blinking

produces 100–200 mV potential lasting 250 ms [16]. A

total of 40 artifact free trials were considered for every

subject, to make a total 1,600 EEG data sets.

3. Original Method

In the original method proposed in [5], the EEG

signals were filtered using a forward and reverse

Butterworth band-pass digital filter, to obtain zero

phase distortion. The 3-dB pass-band was chosen to

be between 30 and 50 Hz, whereas the stop-band was

fixed at 28 and 52 Hz. A model order of 14 was used

to attain a minimum stopband attenuation of 20 dB.

To form the EEG features, the energy of the EEG

signal from each channel was computed and nor-

malised according to the total energy from all 61

channels. These 61 EEG features were then classified

by a multi-layer perceptron NN trained by a standard

backpropagation algorithm. The training was con-

ducted until the average error fell below some

prescribed threshold, in this case, it was 0.01.

4. Improved Method

In the proposed method in this paper, several

improvements were made for every aspect of the

method:

1. The EEG signals were re-referenced to common

average using

z n½ � ¼ x n½ � � 1

61

X61

i¼1

xi n½ �; ð1Þ

where x[n] is the original signal, while z[n] is the

new re-referenced signal. This would be useful in

reducing the intra-subject variance of the EEG

signals;

2. Here, the gamma range was extended from 20 to

50 Hz, i.e. a wider range was used.

3. EEG signals were filtered (in the forward and

reverse direction) using Elliptic filter as this

required a lower order as compared to the

Butterworth filter. Orders 4 were sufficient to

obtain a 1 Hz stop-band beyond the pass-band on

both sides. Stopband attenuation was set to a

minimum of 30 dB with maximum pass-band

ripple set at 0.1 dB.

4. Energy of the filtered EEG signal from each

channel were computed and normalised with the

total energy from 61 channels. Therefore, a total

of 61 values formed the EEG features.

5. Davies Bouldin index (DBI) was used to reduce

the feature set by selecting the more discriminat-

ing features from different channels.

6. ENN was used instead of the standard MLP NN.

Figure 1. Example of visual stimulus presentation.
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4.1. Davies Bouldin Index

DBI is basically a method to determine the number

of clusters in the data [17]. Here, it was used to

select the important features from different channels

to optimise the recognition accuracy. DBI could be

computed as follows:

DBI ið Þ ¼
X40

j¼1

Rj ið Þ; ð2Þ

where i representing the feature, i=1,.....61 and Rj is

Rj ið Þ ¼ max k j 6¼kð Þ
Sj ið Þ þ Sk ið Þ

djk ið Þ ; ð3Þ

while Sj and Sk, j,k=1,....,40 are the dispersion of

features from each of the 40 subjects. The disper-

sions are given by

Sj ið Þ ¼ 1

Cj j
X

y2C

y� mj

�� ��; ð4Þ

where C is all the feature vectors from the particular

subject j, y is a feature in C and mj is the mean of C.

The distance djk is given by

djk ið Þ ¼ mj � mk

�� ��: ð5Þ

All distances as Euclidean distances. All the 61

features were sorted in descending order using the

computed DBI.

4.2. Neural Network Classification

The ENN was used for feature processing. ENN was

chosen as it gave improved results in preliminary

simulations as compared to MLP. A three layer ENN

was used here, with the hyperbolic tangent activation

function in its hidden layer, and a sigmoid activation

function in its output layer. As compared to the

standard MLP network, ENN requires more hidden

neurons for the function approximation task [18].

Network weights and biases were initialised

following the Nguyen–Widrow algorithm. This al-

gorithm aims at distributing the active region of each

neuron in the layer evenly across the layer_s input

space. Advantages of this initialisation over purely

random weights and biases are faster training and the

more efficient use of the available neurons. After

some preliminary simulations, the RB algorithm was

used to train the ENN, and the training was con-

ducted until the mean-square error fell below a

threshold of 0.0001.

Table 1. Classification results using the original method.

Hidden units Training time (s) Testing time (s) Classification (%)

50 33.59 0.19 93.44T2.17

100 42.83 0.20 93.25T2.13

150 61.47 0.25 93.69T1.60

200 81.26 0.29 94.00T1.58

250 96.17 0.35 93.75T1.88

300 126.93 0.39 91.38T1.69

Table 2. Classification results using the improved method.

Hidden units Training time (s) Testing time (s) Classification (%)

50 7.26 0.06 98.13T2.02

100 8.59 0.11 98.06T2.00

150 10.71 0.13 98.56T1.87

200 14.82 0.16 98.31T1.91

250 20.16 0.21 98.38T2.01

300 23.99 0.27 98.31T1.91
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5. Results and Discussion

Table 1 shows the classification results based on the

original method. In the original method used in [5],

the numbers of hidden units (HUs) were varied from

10 to 50 in steps of 10 but using the current dataset,

the classification performances were less than 93%

(except for 50 HUs) using these numbers of HUs and

are therefore not reported here. The poorer classifi-

cation performance is most likely due to the increase

in the complexity of the dataset, due to an increase in

the number of subjects and patterns. In addition, to
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ensure a fairer comparison with the proposed

improved method, the numbers of HUs were varied

from 50 to 300 in steps of 50. The ENN required a

higher number of HUs due to the increased state

feedback (outputs of hidden neurons). For both the

original method and improved method proposed

here, an extreme case of hold-out strategy was

employed. Using this method, 1,560 EEG patterns

(39 from each subject) were used to train the NNs,

while the previously unseen 40 EEG patterns (one

from each subject) were used to test the classification

performance. This procedure is repeated for 40

times, each with different training/testing pattern

set and the averaged classification (and standard

deviation) results are reported in Tables 1 and 2.

For the improved method, only optimal features

were used. Features from different number of

channels (using DBI sorted in ascending order) in

incremental steps of 1, 2, 3,...., 61 were used to run

ENN classification in a preliminary experiment.

ENN was run once with 50 HUs, which was chosen

for convenience of speed. This experiment would be

useful in giving the approximate optimal number of

features to use. Figure 2 shows the ENN classifica-

tion results. As could be seen from the figure, using

feature from a single channel gave classification

accuracy of 13.63% while using features from 50

channels gave 99.0% accuracy. The classification

accuracies using the features from all channels were

sorted and the optimal number of channels was

chosen as the number of channels that gave accuracy

up to the 75th percentile of the accuracy obtained using

61 channels. It is a fact that the accuracy could increase

with inclusion of channels beyond the optimal number

but the marginal increase would not be worthy of the

increase in complexity. The median accuracy was

97.62% and the optimal number of channels was 35.

Figure 3 shows these optimal channels. The channel

locations are of importance but a study of these is

beyond the scope of this paper.

Using these 35 features from optimal channels,

ENN classification was run with HUs of 50 to 300 in

steps of 50. The results are reported in Table 2.

The training and testing times (in seconds) for

1,560 and 40 EEG patterns, respectively are also

shown in the Tables. We chose to compare the

execution times, rather than the number of operations

needed, which is done for convenience. Since the

algorithms were run on the same code, using Matlab

(Mathworks Inc.), this still provides a fair compar-

ison of the complexity of the algorithms. From the

Tables, it can be seen that the proposed improved

method gives better classification performance in

addition to a decrease in the training duration.

Further, a reduction in the number of features for

the improved method allows faster testing. This

applies for all the cases and sizes of HUs. As the

classification performance for the improved method

did not vary significantly for the different HUs, 50

HU could be utilised in future studies as this would

minimise computation time and complexity.

Figure 4 shows the classification results on a

subject by subject basis (using 200 and 150 HU

values for the original and improved methods,

respectively), which shows that improvements were

obtained for all the subjects excluding subjects 22,
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Figure 4. Classification results (subject by subject basis).
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39 and 40 where the classification performances

were the same.

6. Conclusion

In this paper, we embark upon the results from [5]

and propose an improved method for employing

EEG features as a biometric for automatic individual

identification. This is achieved in a data fusion

setting, where the energy of high frequency EEG

signals has been used as a classification criterion,

and were obtained when subjects were seeing

common black and white line drawing of common

objects. The features have undergone several pre-

and post-processing operations, to be used as

improved features for classification by ENN. Further,

DBI was used to reduce the size of the features by

selecting the optimal channels. The results obtained

have shown the potential in applications such as stand

alone individual identification system or as a part of a

multi-modal individual identification system.
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