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Abstract—Admission control (AC) is highly important in
packet networks with quality-of-service (QoS) requirements
since the uncontrolled admission of new data connections can
jeopardize the QoS of existing connections and degrade the
overall network performance. It requires a priory knowledge
of the network capacity, the estimation of which is intricate
and complex due to the operational characteristics of various
communication protocols, complex network topologies, and dy-
namic traffic behavior with QoS requirements. In this work, we
propose a generic admission control (GAC) methodology where
the network conditions between any given ingress-egress node
pair are summarized into a single parameter, referred to as
the “QoS index”. It accounts for various traffic volumes and
QoS requirements, like throughput, delay, and packet error rate.
Using this QoS index we track the network performance by
predicting the potential impact of a new connection admission on
the index. The decision depends on whether the predicted value
lies below 1. We discuss its wide applicability and feasibility to
many types of packet networks, wired or wireless, independent
of what communication protocols in use at various layers. We
finally validate the proposed GAC methodology by extensive
simulations, confirming a significant improvement in terms of
network goodput and QoS outage probability compared to other
existing statistics-based AC methodologies.

Index Terms—Admission-control, packet networks, QoS.

I. INTRODUCTION

W ITH the rapid development of Internet applications and
wireless devices, networking has lately experienced

unprecedented advances that have been pushing high-speed
wired networking into new domains, making mobile and wire-
less networking much more ubiquitous, and driving the needs
for all optical, 3G wireless, and quality-of-service (QoS)-based
packet networks [1]. Moreover, the increase in processing
power and memory availability of current user devices such
as PDAs, game consoles, i-pad and laptops, give rise to a
new wave of bandwidth-hungry and delay-sensitive mobile
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services and applications that will push the QoS demands to
their limits or beyond. To satisfy the QoS of all connections
in a packet network, we have identified the following three
challenges when designing an efficient network architecture
or network protocols.

The first challenge is the multi-dimensional QoS require-
ments of the data traffic. The question of how to support the
multimedia traffic, like web browsing, Voice over IP (VoIP),
interactive video, to name a few, is always central for the de-
sign of efficient network architecture or protocols like routing
and scheduling, which are always associated with different
combinations of QoS metrics to be enforced by the network.
These metrics include but not limited to throughput, packet
delay, packet-error-rate (PER), etc. It is proven NP complete
in finding an optimal route satisfying more than one metric
simultaneously [2], and thus challenging to accurately quantify
the overall QoS experience for the completed connections and
for the newly arrived connections which will be admitted into
the packet network in the immediate future.

The second challenge is that the limited amount of net-
work resources cannot allow an arbitrary large number of
connections with strict and multiple QoS requirements admit-
ted into the network, which can easily jeopardize the QoS
experience for all ongoing connections in network and make
the overall network inefficient and fragile. Furthermore, in
wireless networks, due to the co-channel interference and
channel fluctuations, the improper admission of the new con-
nections can highly affect the resource availability of adjacent
transmissions.

Finally, due to the complexity of network protocols in
use, the stochastic nature of traffic and vastly different QoS
requirements for various connections, it is very difficult to
estimate the remaining network capacity (or the amount of
available network resources) that can be used to admit new
connections. This difficulty extends beyond estimating the
remaining capacity of a single wireless network [3], that for
the support of multimedia traffic, connections with different
QoS requirements will consume different amount of network
resources, making the network capacity highly dynamic and
the estimation of the remaining resources extremely difficult.

All these challenges have motivated us to devise a new
generic admission-control (GAC) methodology to enforce the
QoS control in packet networks where we make the following
three contributions:

First, we propose to aggregate multiple QoS metrics of a
connection into one single performance index, called the “QoS
index” for that connection. Using this index, the overall QoS
for the completed and ongoing connections is quantified by
a single scaler, despite multi-dimensional QoS requirements
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for the connections. The index can change over time as the
network provides services to the connections, and ranges
from 0 to infinity, whereas the index value between 0 and
1 represents satisfaction of all QoS requirements for the
completed and ongoing connections.

Second, all communication paths between a given pair
of ingress and egress nodes in a network are treated as
a “black box” of network resources available for sharing
among connections from the ingress and egress nodes. Without
considering the detailed network operations and protocols,
the “performance” of the subnetwork is characterized by a
general function that maps the connection parameters (inputs)
such as the number of ongoing connections, their performance
requirements and traffic information from the ingress to the
egress nodes into the QoS index (output), as introduced
above. The key idea here is to map the multiple performance
parameters associated with the connections into a single scaler
quantity to reflect the degree of QoS satisfaction of the
connections. Specifically, when the QoS index is less than 1, it
is certain that all QoS requirements are met. As expected, the
mapping function is general and time-dependent, and not even
its form is known. To overcome such difficulty, we propose
to approximate the function by a Taylor expansion for which
the unknown coefficients for the first several low-order terms
can be properly estimated by realtime measurements as the
network serves the connections. As a result, the approximate
function is used to predict impacts on the QoS index by a new
connection, if admitted, and thereby forming the basis for a
new, generic framework for connection admission control.

Finally, we show that the proposed admission methodology
has wide applicability to any packet networks, wired and/or
wireless. It is completely transparent to layers of protocols
in use, including the physical (PHY), medium access control
(MAC) and network layers. We also discuss various impor-
tant feasibility issues like the impact of large connection
throughput requirement, measurement delay, and measurement
collection time.

The rest of this paper is organized as follows. After in-
troducing the related work in Section II, the system model
and QoS index is described in Section III. Followed by
the mathematical representation of a packet network from
ingress to egress nodes in Section IV, Section V presents
the admission impacts on the QoS index. Section VI presents
the proposed GAC methodology. Next, numerical results and
detailed analysis are given in Section VII. Finally, Section VIII
presents the discussions on the applicability and the feasibility
issues, and a conclusion is drawn in Section IX.

II. RELATED WORK

A great deal of research attention has been paid to the
topic of admission control (AC) algorithm in a variety of
packet networks [4], [5], [6], [7], [8], [9], due to the growing
popularity of multimedia applications (such as voice, video,
and broadband data) and the central role AC scheme plays in
QoS provisioning in terms of the connection quality, blocking
probabilities, packet delay, and throughput, etc.

More specifically, many AC algorithms have been pro-
posed for mobile ad-hoc wireless networks [10] and wireless

mesh networks (WMNs, [11]). For example, [12] proposes
an algorithm to support rate and delay requirements, but it
assumed no channel fading and co-channel interference among
wireless links, and uses a tree-structure MAC scheduling [13].
A distributed AC algorithm is proposed in [14] for each
node to estimate the bandwidth used by its neighbors. A
set of papers in [15], [16], [17] study the design of optimal
joint AC control and routing that can maximize the overall
“revenue” while guaranteeing the QoS for multiple classes in
mesh networks has not been addressed, where the AC problem
is formulated as a semi-Markov decision process (SMDP)
and solved by a linear programming (LP) based algorithm.
Unfortunately, the notion of QoS is only denoted as the
SNR constraint. In [18], an adaptive admission control (AAC)
protocol estimates the resource availability in contention-based
WLAN MAC layer to control QoS. However, neither provides
a degree of transparency to lower protocol layers nor the
guarantee of multi-dimensional QoS requirements. This work
is followed by a similar approach in [19] and [20]. In [21], a
joint centralized scheduling and time-slot-allocation-based AC
algorithm is proposed for WiMAX networks, which allows to
admit a connection if extra unused slots are sufficient to satisfy
bandwidth requirement. The integrated framework of routing
and AC for IEEE 802.16 distributed mesh networks is studied
in [22]. It estimates available bandwidth in a token bucket to
perform AC with the minimum time-slot requirement for each
connection, and uses the shortest-widest efficient bandwidth
metric for route discovery. [23] makes admission decision by
estimating the achievable capacity between any pair of ingress
and egress nodes with only packet loss constraint, assuming
that traffic arrives according to Gaussian distribution. Finally,
work [24] studies extensively on the integrated QoS routing
protocol and the actual interface between the scheduling and
routing schemes, to provide the optimal routes that guarantee
multiple QoS constraints.

In a summary, the existing AC algorithms in the literature
do assume certain operational characteristics of the under-
lying communication protocols in use and AC schemes are
developed for specific network settings. Furthermore, none of
these techniques properly estimate and quantify the impact of a
connection admission in terms of QoS experience to existing
connections, nor are they widely applicable to other packet
network settings. These are the central issues to be addressed
in this paper.

III. SYSTEM MODEL

Consider a generic packet network that comprises a set
of subnetworks. Each subnetwork can be an access network,
backhaul network or backbone network. The packet network
is composed of a finite number of nodes. Let VI = {vi|i =
1, 2, . . . , NI} and VE = {ve|e = 1, 2, . . . , NE} denote the
sets of NI ingress and NE egress nodes, respectively, and
let us focus on a specific pair of ingress and egress nodes.
Data traffic generated in the application layer of a user device,
reaches the ingress node, and intends to be transferred to the
egress node as shown in Fig. 1. Without loss of generality,
assume that each connection q ∈ Q (where Q denotes the
set of connections currently being served from the specific
pair of ingress to egress nodes) has a set of QoS performance
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Fig. 1. An illustrative example of a packet network consisting of three separate subnetworks.

requirements. In practice, most considered QoS performance
requirements generally fall into three categories, addictive,
concave, and multiplicative constraints. Without loss of gen-
erality, here we pick one from each category, and they are
the packet delay D (addictive constraint for multiple hops),
throughput T (concave constraint as the bottleneck of the end-
to-end route), PER E (multiplicative constraint for multiple
hops). For connection q, we denote its required QoS value
as packet delay Dr

q , throughput T r
q , and PER Er

q , where the
superscript r denotes the required QoS performance value.

Concurrent connections share a limited amount of network
resources, such as buffer, bandwidth, transmission power,
time slot, etc. To ensure QoS for ongoing connections from
the given ingress to egress nodes, we must consider all
connections that share any resources along the paths between
the two nodes. For this reason, all communication paths
between the ingress and egress nodes are treated as a “black
box” of network resources. Without considering the detailed
network operations and protocols, the “performance” of the
packet network is characterized by a general function that
maps the input parameters such as the number of ongoing
connections from the ingress to the egress nodes, their perfor-
mance requirements and other traffic information into a single
quantity referred to as the QoS index. As discussed below, the
index can adequately reveal the degree of satisfaction of QoS
requirements for all connections from the ingress to the egress
nodes.

A. QoS Outage Ratio for Each Connection

The key for admission control is to identify how a new
connection, if accepted, will experience and impact the QoS
of existing connections from the ingress to the egress nodes.
To this end, a unique QoS utility function based on the QoS
outage ratio, denoted by R, is defined for each considered
QoS parameter, i.e., RD

q for packet delay, RT
q for throughput,

and RE
q for PER, ∀q ∈ Q. These ratios are defined as the ratio

between the attained performance by measurements (denoted
by a superscript a), and the required QoS value (denoted by
a superscript r). That is,

RD
q = βD

Da
q

Dr
q

, RT
q = βT

T r
q

T a
q

, RE
q = βE

Ea
q

Er
q

, ∀q ∈ Q,
(1)

where {βD, βT , βE} ≥ 1 are a set of error margins introduced
for delay, throughput, and PER, respectively, to safeguard

against imperfect estimations and system fluctuations. Note
that the QoS requirements for any given connection q are
satisfied if the corresponding QoS outage ratios are less
than 1. It is understood that the attained performance values
(parameters) in (1) can be readily obtained by time-stamping
packets associated with a connection and tracking at the egress
node.

B. QoS Index for Each Connection

Due to the multi-dimensional nature of QoS requirements,
despite the use a set of QoS outage ratios to denote the
degree of satisfaction for each performance metric, it is still
difficult to judge the overall QoS experience any connection
has received.

Definition 1: QoS Index for Each Connection: given the
multi-dimensional QoS requirements of each connection, user
experience is satisfactory if and only if every QoS performance
requirement is met; and QoS index for each connection
I(q), ∀q ∈ Q is defined as a scaler I(q) = g

(
RD

q , RT
q , R

E
q

)
to

consider all QoS outage ratios associated with a connection.
Mathematically, many function definition g(·) can be ap-

plied here. However, for our purpose of aggregating the
multi-dimensional QoS performance parameters into a single
scaler quantity to facilitate efficient admission decisions, we
specifically use g(·) � max(·) as an illustrative example as
follows:

I(q) = g
(
RD

q , RT
q , R

E
q

)
� max

(
RD

q , RT
q , R

E
q

)
, ∀q ∈ Q. (2)

The reason why we choose max operator is as follows.
Higher R indicates the higher degree of performance dissat-
isfaction with a particular QoS parameter (i.e., it captures
the percentage of performance deviation from the required
value). Then, if we take the maximum value of all considered
QoS outage ratios, it clearly provides a maximum degree of
performance dissatisfaction if all QoS parameters are consid-
ered simultaneously. Therefore, it follows immediately from
the definition of QoS index for a connection that: for any
connection q ∈ Q, its multi-dimensional QoS requirements
are simultaneously satisfied within the network if and only if
I(q) ∈ [0, 1].

The main advantages of using this index are twofold. First, it
combines different heterogeneous performance parameters and
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their requirements into one single quantity without considering
the details of network operations and protocols in use. Second,
although simple, it will be shown in the following that the
index adequately reflects the degree of resource availability
for maintaining the required QoS performance in realtime.

The egress node is assumed to constantly monitor traffic
flows and measurements associated with each connection q.
Therefore, it is able to compute the QoS outage ratios in (1),
and the corresponding QoS index for each connection in (2).

Finally, it is worth to point out that different from ex-
isting approaches to compute the aggregated statistics (e.g.,
throughput) for each link in a network, which generally needs
detailed lower layer information like topology, routing and
resource allocation results (which can be quite dynamic and
difficult to obtain in real-time), here we opt to only compute
the “degree of QoS satisfaction” from the ingress to egress
node, captured by the QoS index for each connection as above,
irrespective what resource the connection is consuming (e.g.,
which route(s) the connection is taken, the time slot allocation
etc.). Then, the collective effects of multiple connections on
the considered network can also be sufficiently reflected by
the operator g that takes into account all connections Q being
served simultaneously.

IV. MATHEMATICAL REPRESENTATION OF PACKET

NETWORK FROM INGRESS TO EGRESS NODES

All resources in the network from the given ingress to the
egress nodes are utilized and shared by connections between
the two nodes (referred to as the main connections) and other
connections originating and terminating elsewhere (referred to
as the cross connections). At this point, let us assume that the
number of the cross connections remains fixed, although their
traffic and thus its resource utilization fluctuate stochastically.
Clearly, as additional connections and traffic are admitted
and served from the ingress to the egress, their overall QoS
experience, as reflected by the individual QoS index for each
connection, will start to deteriorate. For a network with a
fixed amount of resources available, the QoS index is expected
to depend on a set of “connection parameters”, defined as
follows.

Definition 2: Connection Parameters: For any given pair
of ingress and egress nodes, they are associated with a set of
connection parameters that characterize the traffic information
and their performance requirements.
Examples of connection parameters are the total number of
connections N being serviced from the ingress to egress
nodes, the total throughput requirements of these connections
T , the packet delay requirement D, and the PER requirement
E.

From this perspective, it is appropriate to use a general
mathematical function to relate the QoS index in terms
of the connection parameters. Let such a function be de-
noted by f , which maps an M -dimensional vector x =
(x1, . . . , xi, . . . , xM ) ∈ R

M to the index I ∈ R (defined
as the QoS index for all completed connections under the
same connection parameters, or simply “QoS index” in the
next section), which reflects the degree of resource occupancy
within the packet network. In other words, the mapping is

f : RM → R, or I = f(x), (3)

N

I

I

T

N

I

( 1)T Tk l

I

Nk

Nk

T Tk l
( 1)T Tk l

Fig. 2. An illustrative example for the egress node to collect and smooth
measurements to produce a time average. (a) 1-D case, (b) 2-D case.

where there are M input variables (connection parameters) x
that captures the system status.

A. Measurements Collection and Smoothing

From the definition of connection parameters, some of them
are discrete while others are continuous. For the latter, we
discretize each connection parameter into “buckets” without
border effects. Then xi is rewritten as a joining set of buckets
as xi �

{[
kili, (ki + 1)li

)}
, ∀ki ∈ Z, i = 1, . . . ,M , where

ki and li denote the bucket index of the i-th dimension, and
the length of a bucket, respectively. We use the left-hand side
value kili to represent all values falling into the bucket, as the
only discrete point to complete the discretization process. For
example, considering aggregated throughput requirement T as
the connection parameter, lT can be 50 ∼ 100kbps for VoIP
traffic, and 200 ∼ 500kbps for video connections. For VoIP,
the discretized throughput dimension is thus represented by a
set of points, e.g., 0kbps, 50kbps, 100kbps, . . ..

We next illustrate the process of collecting measurements,
and start from one-dimensional case. We use the discrete
connection parameter, i.e., the total number of connections
being serviced N , for illustration purposes, as shown in
Fig. 2(a). In the figure, we show all measured QoS index
for each connection (black dots) according to their associated
number of connections concurrently running in the network.

For connection parameters of M -dimensions, we apply the
same technique descretizing each dimension (of connection
parameter) into buckets, and then by combining any bucket[
kili, (ki + 1)li

)
of dimension i together, one is able to

construct an M -dimensional Euclidean space, denoted by
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Ω ∈ R
M , composed of a set of 2M vertexes, as V �{

kili, (ki + 1)li

}
, ∀i = 1, . . . ,M . Similar to the 1-D case,

we use the set of left-most side values
{
kili
}

to represent all
values fall into the space as the only set of discrete points (of
M dimension).

For instance, considering the 2-D connection parameters
(N, T ) ∈ R

2, each 2-D space (or area in this case) Ω

is defined by a set of four vertexes: V �
{
kN , kN +

1, kT lT , (kT + 1)lT

}
, ∀kN , kT ∈ Z. Clearly, V are the grid

points. Fig. 2(b) shows an illustrative example to quantize the
entire area formed by connection parameters N, T into grid
points. In the figure, we also show the collected QoS index
for each connection (black dots), according to their associated
concurrent number of running connections and aggregated
(and discretized) throughput requirement.

The idea of discretizing each dimension of the connection
parameter is to simplify the aggregation complexity of all
measured QoS index values for each connection into one
single QoS index under the same connection parameters, or
simply the QoS index used in the rest of the paper. It is defined
as follows.

Definition 3: QoS Index: for a given pair of ingress and
egress nodes, the QoS index is the smoothed value of all
connections, if their associated connection parameters during
service from the ingress to egress nodes are identical.

An example is to consider (N, T ) as connection parameters,
and QoS index values for each connection is smoothed if they
are running with the same number of concurrent connections
and total required (and discretized) throughput requirement.
Note that the difference between Definition 1 and 3 is that
the former characterizes the received QoS experience of one
single connection, while the latter represents the overall QoS
experience under the same set of connection parameters.

Consider that the egress node computes QoS indexes
I(q), ∀q ∈ Q when they complete, and their associated connec-
tion parameters may vary significantly. Therefore, based on the
quantization on connection parameters we introduced earlier,
the egress node can easily decide which quantized space
the QoS index for each connection I(q) belongs to. Then,
assuming the associated QoS index for that space is denoted
as I, the egress node revises I by exponential smoothing as
follows:

I← γI(q) + (1− γ)I. (4)

γ ∈ (0, 1) is the forgetting factor and initial value of I is
set to 0. The 1-D and 2-D illustrative examples are shown
in Fig. 2(a) and Fig. 2(b), respectively. Measurements (black
dots) that fall into the same quantized space are smoothed by
the sequence of their appearance into one scaler, the QoS index
(the blue crosses) as in (4). Then, it follows immediately, that
for all ongoing connections q ∈ Q, their multi-dimensional
QoS requirements are simultaneously satisfied within a sub-
network if and only if I ∈ [0, 1].

Finally, the egress node is expected to inform the ingress
node of this index I when a connection q completes the
service, which will be used for admission decisions of future
connections initiated from the ingress node.

B. Approximating the Mapping f

Next, we demonstrate the steps of approximating the map-
ping f by measurements. It is worth noting that the mapping
f is usually quite complicated, which generally cannot be
expressed in a closed-form expression. However, we aim to
approximate this mapping through realtime measurements. For
a packet network from ingress to egress nodes, each accepted
connection originating at the ingress and destinating at the
egress node, perform the following steps:

Step-1 Connection Parameter Update: The ingress node
updates the M -dimensional connection parameters x, corre-
sponding to the newly admitted connection q’s connection
requirements. For instance, if the kN connections are being
serviced, with total kT lT aggregated throughput requirement,
then a new connection admission (of throughput requirement
T r
q ) would result in the change of N = kN+1, and total served

throughput is increased by corresponding (and discretized)
throughput requirement T = (kT +kqT )lT , where kqT =

⌊T r
q

lT

⌋
.

Step-2 Measurement Collection: The egress node con-
stantly collects per-packet-based statistics of all admitted
connections, including packet arrival and departure time, con-
nection lifetime, and number of packets in error. Then, it
computes QoS outage ratios RD

q , RT
q , R

E
q in (1).

Step-3 QoS Index Computation: Upon connection com-
pletion, for each connection:

(a) The egress node computes the QoS index for connection
q as in (2).

(b) Based on the corresponding quantized space, compute
an updated value I by exponential smoothing in (4).

(c) The ingress node updates the inputs (N, T ) again. Take
(N, T ) again for example, the connection completion would
result in the change of N = kN − 1, and total served
throughput decreased by corresponding throughput require-
ment T = (kT − kqT )lT .

Step-4 Update f : The egress node passes the QoS index I
to the ingress node (in practice, this can be done by piggyback-
ing this piece of information on the control plane messages).
The ingress node records the measurement (N, T, I).

The same steps apply for any dimension of the input con-
nection parameters x, and iteratively, if enough connections
are monitored and measurements are received, the mapping f
is represented by a set of statistic pairs (x, I).

Before we move to the mathematical modeling of connec-
tion admission, we discuss the fundamental reasons why using
a generic function f to map network parameters associated
with connections between a pair of ingress and egress nodes
into the QoS index will be sufficient to predict QoS for the
connections. It is particularly so because network resources
between the ingress and egress nodes are shared by cross
traffic (i.e., connections not related to the ingress or egress
nodes). Our implicit assumption is that the usage of net-
work resources by the cross traffic is assumed to be “quasi-
stationary” despite being random or stochastic. Under such
a quasi-stationary assumption, resource sharing and usage by
the cross traffic has already been captured and reflected by
the performance measurements such as throughput, delay and
PER for the connections between the ingress and egress nodes
under consideration. As a result, we do not need to explicitly
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consider the cross traffic and its performance impacts on
connections between the two nodes. Numerical results from
our simulation platform have confirmed the validity of the
proposed GAC methodology.

V. IMPACTS ON THE QOS INDEX BY CONNECTION

ADMISSION

This section aims to estimate the impacts of the new
connection admission on the QoS index, which is the central
part to perform the accurate admission control.

When a new connection is admitted by the ingress node, the
connection parameters in the mapping function defined above
will be changed. Accordingly, to determine whether the con-
nection should be admitted or not while providing satisfactory
QoS for all connections (including the new one) becomes a
problem of predicting if the QoS index I increases beyond
1, the unsatisfactory level, when the connection parameters
are changed due to the connection admission. Toward that
end, let a new connection admission cause a change of input
parameters by Δx = (Δx1,Δx2, ...,ΔxM ). The predicted
QoS index is now given by

Ĩ = f(x+Δx). (5)

Then, we can appropriately approximate this mapping by a
Taylor expansion [25] with the first several order terms and
the unknown coefficients for those terms can be estimated by
realtime measurements. Specifically, we consider the expan-
sion with the first (representing the long-term average) and
second-order partial derivatives (representing the fast change,
or the variance) as follows:

Ĩ = f(x+Δx) ≈ f(x) +
M∑
i=1

∂f

∂xi
Δxi

+
1

2

⎛⎝ M∑
i=1

∂f2

∂x2
i

(Δxi)
2
+

M∑
i=1

∑
j �=i

∂f2

∂xi∂xj
ΔxiΔxj

⎞⎠ . (6)

Due to the discretized nature of each dimension of the con-
nection parameters, these partial derivatives could be approxi-
mated by using adjacent measurements on the shape of curve
produced by the mapping f . Section V-A and V-B demonstrate
two examples when considering the 1-D and 2-D inputs.
Furthermore, in (6), (I,Δx) are known through measurements,
and the only unknown variable, to be computed, is Ĩ, reflecting
the change of output by admitting the new connection.

A. One-Dimensional Input

We start by using only a scaler input, i.e., M = 1, as
an illustrative example to demonstrate the steps of estimating
this impact. The total number of connections being serviced
is considered, x � N ∈ Z, as shown in Fig. 3. It is
worth noting that N cannot accurately capture of the overall
operational status of the packet network, since connections
demand different amount of network resources with different
QoS requirements; and we use this as an illustrative example
only, and will consider a more practical scenario later.

The mapping f becomes

I = f (N) . (7)

N

smoothed average
projected point

( 1, I)Nk

(1) (1)( , I )N

(2) (2)( , I )N
( , I)Nk

I

Nk
Fig. 3. An illustrative example for admission estimation on the mapping f ,
where scaler input N is considered, i.e., M = 1.

Suppose a new connection q with a set of performance
requirements denoted as (Dr

q , T
r
q , E

r
q ) arrives at the ingress

node for admission, and the updated connection parameter
N falls into the kN -th bucket of the input dimension; in
other words, N = kN . As discussed earlier, the potential
new connection admission with requirements (Dr

q , T
r
q , E

r
q )

would result in the change of input parameter for the mapping
function is Δx = ΔN = 1. When this input change occurs,
it changes the QoS index as

Ĩ = f (N + 1) . (8)

By the reference of Taylor expansion in (6), we rewrite (8) as

Ĩ = I +
df

dN

∣∣∣∣
kN

+
1

2

d2f

dN2

∣∣∣∣
kN

, (9)

where first and second-order derivatives are taken at N = kN ,
as shown in Fig. 3. Since N is discrete, we approximate the
“derivatives” by the slopes of adjacent network measurements.
For example, assuming that two most adjacent measurements
(N (1), I(1)), (N (2), I(2)), with a superscript “(1)” and “(2)”,
around the current bucket kN can be obtained. Without lost
of generality, N (1) < kN and N (2) > kN . Then, the first-
order derivative is computed as the average of two adjacent
slopes of measurements,

df

dN

∣∣∣∣(1)
kN

≈ I− I(1)

kN −N (1)
,

df

dN

∣∣∣∣(2)
kN

≈ I(2) − I

N (2) − kN
, (10)

and,
df

dN

∣∣∣∣
kN

=
1

2

(
df

dN

∣∣∣∣(1)
kN

+
df

dN

∣∣∣∣(2)
kN

)
. (11)

The second-order partial derivative is computed as the change
of the above two slopes:

d2f

dN2

∣∣∣∣
kN

≈
df
dN

∣∣(2)
kN
− df

dN

∣∣(1)
kN

N (2) − 2kN +N (1)
. (12)

As shown in Fig. 3, the potential connection admission
causes the QoS index, the function value of f to change from
I to Ĩ, when the connection parameter changes from kN to
kN + 1. Although the Taylor approximation by (11) and (12)
is not perfect, the first two order terms are expected to provide
good estimates of the performance index.
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Fig. 4. An illustrative example for admission estimation on the mapping f ,
where two-dimensional inputs are considered, i.e., M = 2.

B. Two-Dimensional Inputs

As discussed at the beginning of this section, a single scaler
input variable, the number of currently served connections N ,
cannot accurately capture of the overall operational statistics
of the packet network. Towards this end, we now move to
a more realistic case where two-dimensional input variables
are considered as the connection parameters: the number of
ongoing connections N =

∑
q∈Q = kN and the total amount

of throughput requirement of all served connections T =
	∑q∈Q T r

q 
 = kT lT . Therefore, we have x � (N, T ) ∈ R
2,

as shown in Fig. 4. Then, the mapping f becomes

I = f (N, T ) . (13)

As discussed earlier, the potential new connection admission
with requirements (Dr

q , T
r
q , E

r
q ) would result in an input

change of Δx = (ΔN,ΔT ) = (1, T r
q ), into the packet

network. Since throughput dimension is discretized, we write
new demand as kqT = 	T r

q /lT 
, where kqT denotes the
increased number of discretized bucket along that dimension,
or Δx = (1, kqT lT ). As shown in Fig. 4, once this input change
Δx is incurred, it will result in an output change to,

Ĩ = f
(
kN + 1, (kT + kqT )lT

)
. (14)

With the reference of Taylor expansion in (6), we rewrite (14)
as,

Ĩ = I +
∂f

∂N
+ kqT lT

∂f

∂T
+

1

2

∂2f

∂N2

+
(kqT lT )

2

2

∂2f

∂T 2
+ kqT lT

∂2f

∂N∂T
, (15)

where all first and second-order partial derivatives are taken
at (kN , kT lT ), if assuming that after admitting the new con-
nection q, as shown in Fig. 4.

Similar to (11) and (12) as computing the derivatives for
dimension of N , we show the first and second-order statistics
for T , as

∂f

∂T

∣∣∣∣
kT

=
1

2

(
I− I(1)

kT lT − T (1)
+

I(2) − I

T (2) − kT lT

)
, (16)

and

∂2f

∂T 2

∣∣∣∣
kT

≈
∂f
∂T

∣∣(2)
kT
− ∂f

∂T

∣∣(1)
kT

T (2) − 2kT lT + T (1)
, (17)

where T (2) > kT lT and T (1) < kT lT are the most adjacent
right- and left-hand side measurements around kT lT of the
kT -th bucket.

In order to obtain the cross second-order partial derivative
∂2f/∂N∂T , we use the limit definition of the first-order
partial derivative:

∂T

∂N

∣∣∣∣
kN

= lim
ΔN→1

(kT + kqT )lT − kT lT
ΔN

= kqT lT . (18)

Therefore,

∂2f

∂N∂T

∣∣∣∣
kN ,kT

=
∂2f

∂T 2

∣∣∣∣
kT

∂T

∂N

∣∣∣∣
kN

= kqT lT
∂2f

∂T 2

∣∣∣∣
kT

.(19)

Substituting (19) into (15) yields,

Ĩ = I +
∂f

∂N

∣∣∣∣
kN

+ kqT lT
∂f

∂T

∣∣∣∣
kT

+
1

2

∂2f

∂N2

∣∣∣∣
kN

+
3

2
(kqT lT )

2 ∂
2f

∂T 2

∣∣∣∣
kT

. (20)

It is interesting to observe that the potential connection
admission eventually updates the output of the mapping f
from I to Ĩ (and this would be the admission impact we are
aiming to estimate), when the connection parameters change
from (kN , kT lT ) to

(
kN + 1, (kT + kqT )lT

)
.

For some network scenarios, if the shape of the curve
produced by the mapping f is smooth enough around current
connection parameters (kN , kT lT ) so that the second-order
derivatives are negligible and the first-order statistics are
sufficient, we simplify (20) as:

Ĩ = I +
∂f

∂N

∣∣∣∣
kN

+ kqT lT
∂f

∂T

∣∣∣∣
kT

. (21)

To conclude this section, it is worth noting that although
only two-dimensional input variables are demonstrated to
show the steps of estimating the impacts of admitting the new
connection, it is easy to observe the applicability of the the
impact estimation steps to M -dimensional inputs in general.

VI. PROPOSED GAC ALGORITHM

Our proposed GAC methodology for QoS control operates
in an on-demand fashion where it is initialized when a new
connection q arrives at an ingress node of the packet net-
work with multiple QoS constraints, intended to communicate
with the egress node (the connections may potentially go
through several heterogeneous subnetworks). It is important
to point out that in this way, our algorithm only considers
the admission decision for one connection at a time, so that
we leave the multiple connection admission with resource
negotiations to the future work. Without loss of generality, we
use M = 2, i.e., the number of connections being serviced
N , and corresponding total throughput T as an example. The
following steps summarize and describe the algorithm.

Step-1 Measurement Collection and Smoothing: as
shown in Section IV-A, the ingress node keeps track of pairs
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of measurements (N, T, I) to approximate the shape of curve
produced by the mapping f : I = f(N, T ). We re-iterate here
that the mapping f is not modeled by any closed-form, but
approximated through the realtime measurements.

Step-2 Derivative Derivation: upon receiving the mea-
surements, the ingress node computes all partial deriva-
tives, ∂f

∂N , ∂f
∂T ,

∂2f
∂N2 ,

∂2f
∂T 2 , around the connection parameter

(kN , kT lT ) as in equations (11), (12), (16), and (17).
Step-3 Admission Decision: the impacts of admitting

the new connection on the QoS index is characterized and
approximated by Taylor expansion while taking both the first
and second partial derivatives in (20), or only the first-order
derivatives in (21), as inputs. Then, the new QoS index Ĩ
is calculated in a closed-form. Finally, we verify if there is
enough network resources within the packet network available
for the new connection, as:{

Admission, if Ĩ ≤ 1
Rejection, otherwise.

(22)

VII. PERFORMANCE EVALUATION

Although our proposed algorithm is applicable to many
kinds of packet networks, in this section we use the OPNET
[26] modeler to establish a wireless mesh network (WMN)
simulation environment, as one of the representative packet
network example for performance evaluation. It creates more
complicated network environment if compared with wired
network that has less interference than wireless networks.
Eighteen wireless mesh routers are randomly and indepen-
dently deployed on a two dimensional area, and variable
number of client and server couples are connected through
the WMN, as shown in Fig. 5.

The developed wireless mesh router models representing
the functionalities of different layers are shown in Fig. 6(a).
In PHY layer, original 14 stage pipeline model is enhanced
with the Rayleigh fading channel (of Jake’s model [27]) while
the required PER is derived based on SINR curves for the
used adaptive modulation and coding scheme (see Fig. 7).
Furthermore, in order to reduce the interference to adjacent
concurrent transmissions, increase the frequency reuse and
channel capacity, the nodes are equipped with directional an-
tennas. Furthermore, the integrated QoS scheduling and rout-
ing protocol (IQoSR, [24]) is used in the network and MAC
layers to provide sub-optimal solutions for QoS. Specifically,
IQoSR scheme selects a sub-optimal route satisfying multiple
QoS requirements (throughput, delay and PER) simultaneous
overcoming the NP hard problem in [2], and it employs
a distributed proportional-fair (PF) scheduling algorithm to
support the long-term throughput constraint (specified by the
routing layer). TCP retransmission is also employed in each
node where the packets are retransmitted from the ingress node
if its received PER is higher than a QoS threshold. We refer
our solution as “IQoSR+GAC”.

The client and server models that are generating and receiv-
ing traffic (as ingress and egress nodes) are shown in Fig. 6(b)
that have exactly the protocol stack of the real environment,
with all the standard TCP/IP protocol layers. The network
configuration parameters in our simulation environment are
summarized in Table I.

0.0 1.25 2.5 3.75 5.0 6.25 7.5 8.75

 1.25

 2.5

 3.75

 5.0

 6.25

 7.5

 8.75

10.0

WMR12

WMR13

WMR16

WMR18

WMR19

WMR14

WMR15

WMR17

WMR20

WMR21

WMR22

WMR23

WMR24 WMR25

WMR26

C2

S1

C3

C1

S2

S3

Application Configuration Profile ConfigurationScenario Configuration

C4

S4

C5

S5

WMR27

WMR28

WMR29

C6

S6

WMR24

C2

C4

WMR18

C3

S6

S4

C1

Application ConfigurationScenario Configuration Profile Configuration

S2

C6

C5

WMR19

WMR21

WMR17WMR28

WMR13

WMR26

WMR14

WMR15

S1

WMR22

WMR12

WMR23

WMR16

WMR27 WMR29

WMR25

S3WMR20

Fig. 5. Example of the standard scenario used for the simulation campaign.
Eighteen wireless mesh routers consist of the backhaul network, where six
client/server pairs connect to.

(a) (b)
Fig. 6. (a) Protocol layer models for wireless mesh routers, (b) The client
and server models.

Furthermore, some other processes have been added as seen
in Fig. 5. The “Scenario Configuration” configures the global
parameters of the simulation and provides perfect TDMA
synchronization among all wireless mesh routers. Here we
use TDMA, because it is widely adopted in most WMN
MAC protocols [28], however it is worth noting that our
proposed GAC does not rely on TDMA itself, nor any inputs
from the used MAC protocol. Two processes “Application
Configuration” and “Profile Configuration” defines, instead,
application profiles like HTTP, FTP, VoIP. Both nodes allow
us to select and configure multiple application models (for
the selected application in our model, HTTP, VoIP and FTP,
Table II, III and IV indicate the most important parameters)
and application usage patterns, like how often the application
is used, the usage during each session, the number of users and
the usage fluctuations etc. Finally, new connection is chosen
from the three considered type of network traffic (HTTP,
FTP and VoIP), and associated with three QoS requirements,
namely: packet delay, throughput, and PER (see Table II, III
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combinations of modulation and coding schemes.

TABLE I
SIMULATION PARAMETERS

Parameter Value

Channel Model Rayleigh fading model
Path Loss Coefficient 3.5
Directional Antenna Pattern Side lobe: -25dB, Main lobe: 30◦
Adaptive Modulation and Coding BPSK, QPSK, 16QAM, 64QAM
Doppler Frequency 25Hz
System Bandwidth 10MHz (3.5GHz band)
Slot Duration 400μs
Slots per TDMA Frame 8
Frame Duration 3.2ms
MAC Packet Length 512 bytes
Number of Mesh Routers 5-35, Typical number 15
Network Area 3 mile × 3 mile square
Transmission Range 1 mile
Traffic Patterns FTP and VoIP
Queue Length Infinite
Error margins βD, βT , βE 1.2
HTTP, VoIP and FTP occupancy 20%, 40%, 40% (if not specified)

and IV); and a total of 10,000 connections are simulated.
Here we use HTTP traffic to simulate and investigate the
increasingly popular web browsing behavior on the Internet.
It is worth noting that although some web pages can be really
big, we specify its size between 300-800KB (as of typical
for www.google.com, 399KB) to investigate the impact of
“small” traffic on the proposed algorithm, if compared with
FTP and VoIP connections (see Section VII-C). The servers
in the scenario periodically send a feedback packet containing
the measurements like (N, T, I) to ingress nodes to aid the
admission decision making. The ingress node maintains a
sliding window (of fixed size 5s, and its effect will be analyzed
in Section VIII-B2) collecting those measurements sent by
the egress node, and we assume this feedback delay is only
incurred by packet scheduling along the path (and its effect
will be analyzed in Section VIII-B3).

The applicability of GAC to other wireless and wired IP
networks are discussed in Section VIII.

A. An Example: A Six-Node WMN

We first assess the proposed GAC methodology in a six-
node WMN in OPNET as an illustrative example in Fig. 8,
the parameter settings are the same as Table I. Node 1

TABLE II
FTP PROFILE

Parameter Value

File Size Constant 1 MBytes, i.e., ≈ 2,000 packets

Type of Service Best Effort

Delay Requirement Not Req. (set as a sufficiently large number)

Throughput Requirement 100kbps-2Mbps, uniformly chosen

PER Requirement 0

TABLE III
VOIP PROFILE

Parameter Value

Encoder scheme G.729A

Voice frame per packet 1

Type of Service Interactive Voice

Duration 10s-50s, uniformly chosen

Delay Requirement 100ms-300ms, uniformly chosen

Throughput Requirement 17kbps-106kbps, uniformly chosen

PER Requirement 0.01

serves as the ingress node (client) to generate connections
(inter-arrived VoIP and FTP traffic) and node 4 serves as
the egress node (i.e., the Internet gateway as the intended
receiver, or server to be consistent). Node connectivity is also
shown in the figure where nodes 2, 3, 5, and 6 may serve
multiple cross-traffic of different QoS requirements due to the
decision of underlying IQoSR protocol, and there exist co-
channel interference between cross connections; and thus this
network setting will confirm the effectiveness of our proposed
algorithm on handling cross-traffic. The number of ongoing
connections N from node 1 to 4 and their total required
throughput T are considered as connection parameters, and
bucket length lN = 1, lT = 17kbps. Table V summarizes the
simulation results to estimate impacts of a new connection
on the QoS index, i.e., to use only the first-order partial
derivatives as in (21), and both the first and second-order
partial derivatives as in (20). We compare their performance
in terms of:

1) maximum supported throughput Tmax: defined as the
maximum amount of throughput that the gateway can
support, beyond which all ongoing connections’ QoS
cannot be guaranteed;

2) maximum number of accepted connections Nmax: corre-
sponding to the maximum amount of supported through-
put, its associated number of accepted connections;

3) achieved QoS outage: defined as the percentage of total
accepted connections that fail to provide the required
QoS parameters;

4) blocking probabilities: defined as the percentage of
connections refused to be admitted to the network);

5) error bar (defined as the 95% confidence interval) of the
first two metrics.

We next depict the attained QoS index and network capacity
prediction process in Fig. 9. Here we only consider the 1-D
input as the aggregated throughput requirement when varying
different bucket lengths lT = {1, 2}Mbps. We observe that the
finer discretization (smaller lT ) will provide more accuracy of
constructing the mapping f and as a result, more throughputs
are allowed in the network. Also, the measurement points
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TABLE IV
WEB BROWSING (HTTP) PROFILE

Parameter Value

Size of Web page 300KB-800KB, uniformly chosen

(HTTP GET, without caching)

Delay Requirement Not Req.

Throughput Requirement Not Req.

PER Requirement Not Req.

Fig. 8. A six-node WMN setting, where node 1 serves as the ingress node
to generate connections with multiple QoS requirements and node 4 serves
as the egress node.

around the smoothed value exhibit fewer variations in term
of the received QoS index value when lT = 1Mbps.

It is interesting to observe from Table V that the second-
order statistics enhance the accuracy of the QoS index predic-
tions for AC over the method using the first-order statistics. As
a result, the estimations using the second-order terms improve
the volume of maximum supported throughput and connection
number by 25% and decrease the prediction error, QoS out-
age, and blocking probabilities significantly. This is because
the higher order statistics show finer horizon of the shape
of the curve produced by mapping f , especially when the
packet network operates around its capacity where one single
connection admission with large throughput requirement may
jeopardize all existing connections’ QoS. Thus, second-order
statistics aid to admit the most appropriate connection (in
term of throughput requirement) with the knowledge of the
satisfactory QoS index I ∈ [0, 1], while maintaining QoS
satisfactions to all ongoing connections. To this end, we can
further conclude that the second-order statistics is enough and
the third-order terms are not needed.

B. The Overall Network Performance

The proposed algorithm, referred as “IQoSR+GAC”, is
compared with the existing method “IQoSR” that does
not include any AC scheme, and the statistical connection
admission control (SCAC) algorithm in [23], referred as
“IQoSR+SCAC”. We choose “SCAC” because it is the most
recent research that also makes uses of collected statistics
to perform AC by estimating the achievable capacity as the
amount of bandwidth that can probabilistically guarantee PLR
to be smaller than a threshold, and uses the central limit
theorem to approximate the capacity in a closed-form by a
Gaussian process. As before, we choose N, T as connection
parameters. Our algorithm is also compared with the con-
ventional protocol layer 2 and 3 techniques: the round-robin
scheduler (RR, [29]) and AODV routing protocol [30], to be
referred as “RR+AODV” scheme below.

TABLE V
EFFECTS OF USING DIFFERENT COMBINATIONS OF PARTIAL DERIVATIVES

FOR ADMISSION ESTIMATION (WHEN lN = 1, lT = 1MBPS)

First-order stat. First and second-order stat.

Tmax (Error Bar) 12(±1.3)Mbps 15(±0.8)Mbps

Nmax (Error Bar) 15(±2) 19(±2)

QoS Outage ≈ 5% ≈ 2%

Blocking Probability ≈ 12% ≈ 8%
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Fig. 9. The attained QoS index and network capacity prediction process.

As shown a complete simulation topology in Fig. 5. The
overall performance for various schemes is shown in terms
of (a) the gateway goodput (defined as the amount of traffic
flowing through the gateway without QoS failures) in Fig. 10,
and (b) the average QoS outage probability of completed con-
nections in Fig. 11 (defined as the probability of a connection’s
QoS requirements to fail during their lifetime, or the condition
I(q) ≤ 1, ∀q ∈ Q at any time is not satisfied at all.).

Fig. 10 shows that “IQoSR+GAC” outperforms all other
schemes in terms of the overall gateway goodput even under
heavy load conditions (i.e., small connection inter-arrival
time). It is observed that 1.6, 2.8 and 4.5 times of goodput im-
provements are achieved when connection inter-arrival time is
5ms, and “IQoSR+GAC” is compared with “IQoSR+SCAC”,
“IQoSR”, and “RR+AODV” scheme, respectively. Such huge
improvements are made possible by the proposed technique
because it adequately tracks the overall QoS index as con-
nections are admitted and served by the network and the
QoS estimations by Taylor approximation with the use of
the first two-order statistics are sufficiently accurate. We
also find that under high traffic-load conditions, the arrival
process could be more accurately assumed to be Gaussian,
which helps the “SCAC” scheme achieve a relatively high
goodput. However, when the traffic load is relatively low, the
Gaussian approximation is no longer accurate and the “SCAC”
scheme makes wrong admission decisions, which turn into
less goodput and higher QoS outage when compared with our
proposed technique. Furthermore, the closed-form derivation
for achievable capacity of “SCAC” scheme does not consider
throughput and delay requirements. It is also interesting to
observe that the gateway goodput saturates when the traffic
load becomes excessive. Finally, when we increase the node
density from 15 to 25 nodes per squared miles, similar results
have been obtained where the gateway goodput decreases by



614 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 13, NO. 2, FEBRUARY 2014

0 20 40 60 80
0

1

2

3

4

5

6

7

8

9

10

Connection inter-arrival time (ms)

G
at

ew
ay

 g
oo

dp
ut

 (M
bp

s)
IQoSR+GAC
IQoSR+SAC
IQoSR
RR+AODV

Fig. 10. Simulation result of the overall gateway goodput with respect to
(w.r.t.) the different new connection inter-arrival time.

10%. This is not only because of the keen competition for
network resources by ongoing connections, but also much
more co-channel interference from the adjacent transmissions.

Fig. 11 illustrates the QoS outage probability. It can be
seen that under the highest traffic condition considered in the
figure, the proposed GAC scheme can guarantee 95% of the
QoS satisfaction for the underlying applications, as compared
to only 81% if no AC is used, 83% if “SCAC” scheme is
used, and 58% if “RR+AODV” is employed. For low traffic
load, proposed scheme can achieve almost 0% QoS outage as
compared to at least 7% of all other algorithms. The similar
results have been obtained when 25 nodes are randomly
deployed, and for all schemes the achieved QoS outage is
around 5% higher than the 15-node case, since limited amount
of network resources are shared by more traffic and thus higher
probability of QoS failures. Benchmark protocol “RR+AODV”
does not consider QoS at all, and thus connections may be
concentrated on some nodes that leads to congestion and QoS
outage. “IQoSR” performs better than “RR+AODV” because
it uses QoS-aware scheduling and routing protocols, however
it has no AC policy enforced for new connections. “SAC”
is also a measurement based approach but assuming traffic
is Gaussian which can be more accurate under heavy load
conditions. In contrast, the improvement of GAC over all
others is made possible because the impact of the newly
admitted connections on the QoS experience of the exist-
ing and new connections can accurately be reflected by the
predicted QoS index that integrate multiple QoS parameters,
including the attained and required values. GAC properly
rejects connections if its admission will jeopardize the existing
connections’ QoS experience which guarantees the received
low QoS outage probability.

C. Impact of HTTP Traffic

We next investigate the impact of HTTP traffic on the
admission control process and capacity estimation accuracy.
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Fig. 11. Simulation result of the average QoS outage probability w.r.t. the
different new connection inter-arrival time.
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To achieve this, we change the relevant amount of HTTP
traffic occupying the entire traffic input (w.r.t. VoIP and
FTP connections), from 0% gradually increased to 100%. As
shown in Fig. 12, since our specified HTTP traffic load is
relatively small compared with average size of FTP and VoIP
connections, increasing the HTTP traffic will help boost up the
overall gateway goodput. This is because that with the help
of relatively small new arrival connections (as of specified
by our HTTP profile, 500-800KB), we have a finer view of
the mapping f (consistent with smaller bucket length as in
Fig. 9. Therefore, more accurate prediction is achieved. This
effect becomes weak with the increase of HTTP occupancy,
because the network capacity gradually saturates and GAC
starts to block new connections. As the overall trend, it is also
consistent with all previous analysis that when increasing the
traffic load (smaller connection inter-arrival time, the gateway
goodput decreases).
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VIII. APPLICABILITY AND FEASIBILITY OF THE

PROPOSED METHODOLOGY

This section investigates and discusses about the applicabil-
ity and feasibility issues of the proposed GAC methodology
for QoS control.

A. The Applicability and Scalability

In reality, we keep track of all possible ingress and egress
nodes in a network even some of them may be removed/added.
This dynamics will not have any impact on our the proposed
admission estimation procedure, because in that case the
underlying routing protocol will forward the traffic to other
ingress/egress node (in case of removal) that we are also
monitoring, or we will start a new mapping function (in case
of addition) that is identical to our normal process proposed
in Section VI.

The proposed GAC methodology can be generally applied
to a wide variety of packet networks, wired and/or wireless.
It is so because the main essence of this methodology is to
use a generic mapping f to represent sharing of network
resources between the ingress and the egress. By doing
this, without considering the heterogeneous operational and
protocol features of each network component, we are able to
estimate the potential impact of the new connection admission
on the QoS experience of the existing and new connections.
For example, MAC layer protocols/standards like IEEE 802.11
and IEEE 802.16 are fully compatible with our proposed GAC
algorithm, because the inputs and output of GAC does not
rely on any operational detail of lower layer protocols in use,
but only the measurement values need to be exported (e.g.,
attained packet delay, however how packets are forwarded, as
of scheduling, is not part of our proposal). Although different
MAC protocols produce different interference levels, our AC
algorithm runs in the application layer and the effects of these
interferences will be well captured and reflected in the attained
measurement values, and then QoS index. This transparency
guarantees the seamless integration. For a network connected
by multiple heterogeneous like a heterogeneous WiFi-WiMAX
network [31], our algorithm simply take the source terminal
as the ingress node, and the destination as the egress node,
and between the ingress/egress node pair is a two-hop link
(operating different MAC/PHY layer protocols).

Furthermore, this methodology is scalable in terms of
computational complexity, since neither the number of nodes
in the network, nor their generated/forwarded type of network
traffic does not have any impact on the algorithm at all.
To ensure QoS for the admitted connections between the
ingress and egress nodes, no intermediate node other than the
two is involved in measurement collection and performance
estimations. Therefore, our approach can also cope with the
possibility that some intermediate nodes appear or removed
from the network.

Measurement and computation overhead can be further re-
duced by sampling the performance of a small subset of pack-
ets for each connection. Finally, when the proposed method is
applied to wired networks, smooth channel fluctuation with no
interference can be expected and we may only need the first-
order statistics for the Taylor approximation, since the second-

order statistics are used to track the fast change, especially
applicable to wireless networks.

Since our proposed approach by essence is measurement
based, it is possible that function f can be mapped wrongly,
if the admitted connection’s QoS requirements are more than
what the network can support, but the mapping f may wrongly
indicate that it can be admitted. Then, since network resources
are shared (detailed resource allocation depends on the used
scheduling/routing algorithms), the admitted new connection
may potentially impact both the attained performance of ex-
isting and its own connections, which in turn will be reflected
by the QoS index I (in this case it will exceed the threshold 1).
After, it is the responsibility of underlying resource allocation
scheme (which is not part of the AC) to optimize the limited
amount of resources according to their Grade-of-Service, and
no more connections can be admitted, until some resources
are released so that the reflected QoS index falls below 1.

B. Feasibility of the Proposed Methodology

1) Impact of Connections with Large Throughput Require-
ments: As mentioned earlier, the Taylor expansion is used as a
tool to estimate the potential admission impact. However, the
approach is appropriate provided that sufficient measurement
statistics have been collected within a relatively close region
of the current operating point. When incoming connections are
associated with large throughput requirements compared with
the total network capacity, our proposed algorithm may not
perform satisfactorily due to the discontinuity of the mapping
f that characterizes the sharing of network resources. This will
impact the accuracy of the partial-derivative calculations and
ultimately the predicted QoS index Ĩ. The effect is depicted
in Fig. 13 where only FTP traffic is simulated with different
throughput requirements, and connection inter-arrival time is
set as 35ms. We observe that larger the throughput requirement
T r
q is, the more severe impact on error accumulation and

amplification for the estimation would be. Especially when
T r
q > 2.5Mbps per connection, erroneous admission of one

single large connection may jeopardize QoS of all existing
connections. On the other hand, negative effects of erroneous
admission are not significant if small amount of throughput
requirement (relative to the network capacity) is considered.
For these reasons, the QoS outage probability increases signif-
icantly w.r.t. T q

r for all node densities considered in Fig. 13.
As a separate point, as the node density increases, more co-
channel interference is generated, thus causing the QoS outage
probability to increase.

2) Statistics Collection Time: This corresponds to the time
window that performance measurements and statistics are
periodically collected and aggregated at the ingress node, to
estimate the coefficients for the Taylor expansion of mapping
f . If the time window is too long, collected data may not
represent the most recent network status, given the highly
dynamic traffic. On the other hand, a relatively short col-
lection time may lead to a lack of statistical significance
of the measurements and thus inaccurate predictions. The
effect of these can be seen from Fig. 14 where for a fixed
connection inter-arrival time (i.e., a given traffic loading), there
is an optimal statistics collection time to achieve the lowest
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Fig. 13. The impact of different throughput requirements on the estimation
of the new QoS index if the new connection is admitted. The figure is plotted
with different number of nodes in a fixed size area.
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Fig. 14. The impact of the statistics collection time on the estimation of the
new QoS index if the new connection is admitted. The figure is plotted with
different connection inter-arrival time when N = 15 nodes are deployed.

QoS outage probability. For example, 5.3s (or equivalently
137 connections) when inter-arrival time is 35ms. Therefore,
these simulation results can be used to identify the optimal
collection time for the best system performance.

3) Statistics Feedback Delay: Performance measurements
and associated computation are expected to carry out by the
ingress node. Then, there will be delay in collecting the
measurements and sending relevant data from the egress to
ingress nodes, which is referred to as the feedback delay in
the following. Fig. 15 shows its impacts on the QoS outage
probability when connection inter-arrival time is set as 35ms,
where the delay is simulated by holding the feedback packet
at the egress node to the corresponding amount of time before
sending out. As intuitively expected, long feedback delay
makes the measurements and admission data obsolete, which
in turns causes improper admission decisions at the ingress
node. Results in Fig. 15 show a significant degradation of QoS
when the feedback delay is bigger than 0.8s, relatively 16% of
the optimal statistics collection time (i.e., 5s) in Fig. 14. This is
because the higher statistics feedback delay would eventually
leads to the outdated measurements in the admission-control
decision. Therefore, it is important to transfer the admission
related data and information with the highest priority between
the ingress and egress nodes.

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
0

0.05

0.1

0.15

0.2

0.25

Statistics feedback delay (s)

A
ve

ra
ge

 Q
oS

 o
ut

ag
e 

pr
ob

ab
ili

ty

15 nodes
25 nodes
35 nodes
45 nodes

Fig. 15. The impact of the statistics feedback delay on the estimation of the
new QoS index if the new connection is admitted. The figure is plotted with
different number of nodes in a fixed size area.

IX. CONCLUSION

In this paper, a GAC methodology for packet networks,
wired and/or wireless, has been proposed. The methodology
consists of several components. First, the concept of QoS
index is introduced to integrate the multi-dimensional QoS
requirements to indicate the degree of QoS satisfaction for
all connections between a given pair of ingress and egress
nodes in the network. Second, a generic mathematical function
is used to represent sharing of network resources along all
communication paths between the ingress and egress nodes,
thus enabling us to ignore the details of heterogeneous network
operations and protocols in use. Since the mapping function
is generally unknown, to make the proposed method practical,
the function is approximated by a Taylor expansion with the
first few order terms. The associated coefficients in the Taylor
approximation can be estimated and computed by realtime
performance measurements at the ingress and egress nodes.
Third, an admission-control algorithm has been proposed to
decide whether or not to admit a new connection by estimating
the potential impact of the new connection on the QoS index
by the Taylor approximation. By extensive simulations using
WMNs as example, we have validated with the proposed
methodology for connection admission. Furthermore, our new
method performs better when compared with other statistics-
based algorithm and conventional algorithms. By using the
simulation platform, we have also investigated a number of
implementation and feasibility issues of the proposed method.
Some of these issues represent open problems that deserve to
be studied further. Nevertheless, results reported here reveal
that the proposed framework for connection admission control
represents a new and efficient approach to the problem that can
be further extended and refined for potential use in practical
networks in the future.
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