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The complexity of modern imaging 
workflows call for a rethink imaging as an 
integrated sensing and inference model. 

Seeing imaging as a whole is the domain of 
Computational Imaging 



Central Topics in Computational Imaging

Sampling theory
• Sampling theory provides 

• the bridge between the analogue and digital domains 
• appropriate models for the signals and the acquisition devices 
• constructive reconstruction algorithms that can inspire the design of deep neural 

networks
• performance bounds

Interplay between physical and learned models
• How to embed priors about the signal and the device in neural networks

• Deep Unfolding



Three Case Studies in Computational Imaging

Event-Driven Cameras for energy 
efficient fast sensing1 
àTime-based Sampling
àEnd-to-End learning using 
sampling and deep unfolding

1Note: video taken from Inivation.com

Energy
0-40 keV
4096 
channels

Technical study of Old Masters paintings 
àSparse sampling methods

Light field microscopy
àTraditional sampling theory
àDeep unfolding



Sensing based on Timing Information
• Energy-efficient sensing inspired by nature raises a fundamental representation 

question: 
– How can we embed information related to complex signals into the timing information of 

spikes?
– Besides its theoretical implications, addressing this question will lead to new 

neuromorphic sensing devices 

Videos from Inivation.com



Bio-Inspired Energy Efficient Sensing

• Current sensing methods are energy inefficient especially when low-latency is needed.
• Example: Rainfall estimation
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Bio-Inspired Energy Efficient Sensing

July 18 July 28 September 2

• Only record the day when the bucket is full and then empty it

Approach 2



Bio-Inspired Energy Efficient Sensing
Approach 2 maps analogue information into a time sequence and is used by nature (e.g., integrate-
and-fire neurons)

Time encoding appears in nature, as a mechanism used by neurons to represent sensory 
information as a sequence of action potentials, allowing them to process information very 
efficiently.



Integrate-and-fire System

Time-Encoding Machines
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A. A. Lazar and L. T. Toth, “Perfect recovery and sensitivity analysis of time encoded bandlimited signals,” IEEE 
Trans. Circuits Syst. I, Oct. 2004.



• Reconstruction achieved by imposing iteratively:
– Consistency constraint
– Signal prior (e.g., bandlimited function) constraint

July 18 July 28 September 2

Reconstruction from time-encoded information



July 18 July 28 September 2

Reconstruction from time-encoded information

• Reconstruction achieved by imposing iteratively:
– Consistency constraint
– Signal prior (e.g., bandlimited function) constraint



• Key result:    if the density of samples D≥1 then perfect reconstruction can be achieved 
(Aldroubi and Grochenig1) 

• Key Issue 1: In the case of uniform sampling the density is 𝐷 = 1. This means that 
current TEMs are less energy efficient than uniform sampling!

• Key Issue 2: Cannot sample sparse (non-bandlimited) signals with the current methods.

Reconstruction from time-encoded information

1A. Aldroubi and K, Grochenig, “Non-Uniform Sampling and Reconstruction in shift-invariant spaces” SIAM Review 2001
  



• For integrate-and-fire machines exact reconstruction proved here: A. A. Lazar and L. T. 
Toth, “Time encoding and perfect recovery of bandlimited signals”, ICASSP 2003  

 

Reconstruction from time-encoded information
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Time-based Sampling of Sparse Signals 
Signals:
• We consider sparse continuous-time signals like stream of pulses, piecewise constant or 

regular signals
Sensing Systems:
• We filter before using a TEM
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Integrate and Fire – Reconstruction of Pulses  



Our approach for time decoding of signals
• Reconstruction of 𝑥(𝑡) depends on the 

– sampling kernel 𝜑(𝑡) 
– the density of time instants {𝑡)} 

• We achieve a sufficient density of output samples by imposing conditions on:
– The trigger mark of the integrator (integrate-and-fire TEM ).



Integrate and Fire TEM  
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• Given the times 𝑡!, 𝑡", … , 𝑡#, the amplitude values are

Acquisition Models

Integrate-and-fire Time Encoding Machine

The output spikes can be computed as:

yn = y(tn) = ±CT =

Z tn

tn�1

f (⌧)d⌧ =

Z tn

tn�1

Z
x(↵)'(↵� t)d↵d⌧.

R. Alexandru, P.L. Dragotti Time-based sampling and reconstruction of non-bandlimited signals 13



• Equivalently the output samples can be expressed as: 

Acquisition Models

Integrate-and-fire Time Encoding Machine

Equivalently, the output samples can be expressed as:

y(tn) = hx(t), (' ⇤ q✓n)(t � tn�1)i,
where ✓n = tn � tn�1 and q✓n(t) is defined as:

q✓n(t) =

(
1, 0  t  ✓n,

0, otherwise.
R. Alexandru, P.L. Dragotti Time-based sampling and reconstruction of non-bandlimited signals 14

Integrate and Fire TEM  
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Integrate and Fire TEM  
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• When 𝜑(𝑡) is e.g., an E-spline, the equivalent kernel (𝜑 ∗ 𝑞*$)(𝑡 − 𝑡)+") is able to reproduce 
exponentials 

• So trigger mark must guarantee enough samples in a short interval

• Proposition:  when 𝐶! <
,%&$
%-'(

1 − cos -'.
#

 then 𝑡", 𝑡#, 𝑡$ ∈ 𝜏", 𝜏" +
.
#

 and perfect 
reconstruction is possible



%
!

𝑐",!𝜑(𝑛 − 𝑡) ≈ 𝑒$%$&

20

Reproduction of Exponentials 

Pulse shape Reproduction of exponentials



Reconstruction of an input Dirac from time-encoded information

• The output samples are: 𝑦 𝑡& = 𝑥 𝑡 , (𝜑 ∗ 𝑞&)(𝑡) = 𝑥#𝜑&(𝜏#)
• Since 𝜑& 𝑡 = 𝑎",&𝑒𝜶𝟎) + 𝑎#,&𝑒𝜶𝟏), we find 𝒄𝟏, 𝒄𝟐, 𝒅𝟏, 𝒅𝟐 such that in 𝐼# = [𝑡$ − 𝑇, 𝑡#]:

𝒄𝟏 𝜑# 𝑡 + 𝒄𝟐 𝜑$ 𝑡 = 𝑒𝜶𝟎)

𝒅𝟏 𝜑# 𝑡 + 𝒅𝟐 𝜑$ 𝑡 = 𝑒𝜶𝟏)

• We then use these coefficients to define the signal moments, in 𝐼# = [𝑡$ − 𝑇, 𝑡#]:
𝑠" = 𝑐#𝑦 𝑡# + 𝑐$𝑦 𝑡$ = 𝑥# 𝑐#𝜑# 𝜏# + 𝑐$𝜑$ 𝜏# = 𝑥#𝑒𝜶𝟎,#
𝑠# = 𝑑#𝑦 𝑡# + 𝑑$𝑦 𝑡$ = 𝑥# 𝑑#𝜑# 𝜏# + 𝑑$𝜑$ 𝜏# = 𝑥#𝑒𝜶𝟏,#

𝑡# 𝑡$𝑡-# 𝑡-$

𝐼
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Fig. 13: Universal sampling of a sequence of bursts of Diracs using
the integrate-and-fire TEM. The input signal is shown in (a), the
output non-uniform samples of one channel used for estimation in
(b), and the reconstructed signal in (c).

B. Robustness of the Integrate-and-fire TEM to Noise

In many practical circumstances, the input signal is cor-
rupted by noise, which is typically assumed to be white,
additive Gaussian noise. When this happens, the non-uniform
times {tn} change which means that the sequence of moments
sm is also corrupted, and perfect reconstruction may no longer
be possible. Suppose we filter the noisy input with h(t) to
obtain:

f(t) =

Z +1

�1
[x(⌧) + e(⌧)]h(t� ⌧)d⌧

=

Z t+L

t

x(⌧)h(t� ⌧)d⌧ +

Z t+L

t

e(⌧)h(t� ⌧)d⌧

(a)
⇡

Z t+L

t

x(⌧)h(t� ⌧)d⌧,

where e(t) is white Gaussian noise, and (a) holds assuming
e(t) has average value equal to 0 and L is sufficiently large.

In Fig. 14 we show the reconstruction of a piecewise
constant signal corrupted by white, additive Gaussian noise,
using the method in Section IV-E. The filter is the derivative
of a fourth-order E-spline of support L = 4 which can
reproduce the exponentials e±j ⇡

3 t and e
±j ⇡

6 t, the trigger mark
of the comparator is CT = 0.001, the standard deviation of
the noise is � = 0.1 (SNR= 21.56dB), and the separation
between consecutive discontinuities of the input is larger than
L. The reconstruction of the input from noisy samples is very
accurate. A quantitative analysis of the effect of noise on the
retrieval of this piecewise constant signal is presented in Table
I. The table shows the error of the estimated locations and the
relative error of the estimated amplitudes of the discontinuities
in the input signal, averaged over 10000 experiments.

Fig. 14: Estimation of a piecewise constant signal from noisy samples,
obtained using the integrate-and-fire TEM. The noisy input is shown
in (a), and the reconstruction in (b).

VI. DENSITY OF NON-UNIFORM SAMPLES OBTAINED
WITH AN INTEGRATE-AND-FIRE TEM

In the previous sections, we have presented techniques for
estimation of non-bandlimited signals from timing informa-
tion. We have seen that perfect estimation can be achieved
using simple algorithms, and physically realisable kernels. In
this section we outline the fact that in many settings sampling

TABLE I: Effect of noise on the estimation of a piecewise
constant signal, from spikes obtained using the integrate-and-
fire TEM. The error ✏t is the average absolute difference
between the true and estimated locations, and ✏A is the relative
error of the estimated amplitudes of the input discontinuities.

� ✏t ✏A
0.01 2.61⇥ 10�4 6.21⇥ 10�5

0.05 0.0015 2.1509⇥ 10�4

0.1 0.0042 0.0026

based on timing using our integrate-and-fire system is an
efficient way to acquire signals, resulting in a smaller density
of samples, compared to classical sampling.

As a case in point we consider the retrieval of bursts of K
Diracs, described in Section IV-D. We have seen that perfect
reconstruction from timing information can be achieved, pro-
vided the separation between consecutive bursts is at least L,
and that the Diracs within any burst are sufficiently close. In
particular, let us denote the maximum separation between the
last and first Dirac within a burst with � = max(⌧K � ⌧1) <
L
2 , which can be determined according to Eq. (32) and (33).
Moreover, let us assume the input is sufficiently sparse, such
that the average separation between consecutive bursts is L+S,
with S > 0. Under these assumptions, the results in [6]
show that in order to retrieve the K Diracs from uniform
samples, we need at least 2K samples within the interval
L�� following the burst of Diracs. As a result, the uniform
sampling period must satisfy T  L��

2K . Then, the number
of uniform samples we record within an interval of length
L + S is L+S

T = 2K(L+S)
L�� . On the other hand, in the case

of time encoding using the integrate-and-fire TEM in Fig. 3,
the results in Section IV-D show that we need to record 4
output samples for each of the K channels (or equivalently,
4K samples for the case of single-channel sampling), for
each burst of K Diracs. We note that Eq. (33) shows that
in many situations, the TEM outputs more than 4 spikes per
channel. Nevertheless, these samples can be discarded since
they are not used in estimation. For example, one way to stop
recording spikes once we have obtained 4 non-zero samples,
is to increase the trigger mark CT of the comparator in Fig.
3, for a duration of L��.

Moreover, when the input is constant (zero), the integrate-
and-fire TEM does not fire, and hence there are no output
samples. Therefore, in an interval of size L + S, the number
of stored samples from a K-Dirac burst is 4K, 8S.

Furthermore, 2K(L+S)
L�� > 4K for S � L�2� > 0 and 8K,

which shows that the average number of non-uniform spikes
required for the retrieval of K Diracs is lower than the number
of uniform samples required to estimate the same number of
free input parameters, when the input is sufficiently sparse.

VII. CONCLUSIONS

In this work we established time encoding as an alternative
sampling method for some classes of non-bandlimited signals.
The proposed sampling scheme is based on first filtering
the input signal, before retrieving the timing information
using a crossing or integrate-and-fire TEM. We demonstrated
sufficient conditions for the exact recovery of streams of

Integrate and Fire – Reconstruction of Pulses  



Energy Efficient Sampling -Results
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signal with the E-spline '(t). The discontinuities dx(t)
dt can

be estimated from the output spikes, by extending the results
of Proposition 5 to the case of a P -order E-spline 'P (t),
with P � 2. In this case, the E-spline 'P (t) of support L

can reproduce P � 2 different complex exponentials e
j!mt,

with !m = !0 + �m. and m = 0, 1, ..., P � 1. Moreover,
choosing � = �2!0

P�1 and P even ensures the kernel 'P (t)
is a real-valued function. As before, the separation between
consecutive Diracs must be larger than L and the trigger mark
of the comparator must satisfy:

0 < CT <
Amin

P + 2

Z L
P

0

'P (�⌧)d⌧. (36)

Suppose we wanted to estimate the k
th discontinuity in the

signal dx(t)
dt , of amplitude zk and located at ⌧k, and let us

denote the locations of the first output spikes after ⌧k with
tn, tn+1, ...tM . Then, using a similar proof as in Section IV-B,
we can show that the constraint in Eq. (36) guarantees that
⌧k 2 I = [tn+P � L

P , tn]. Then, we can compute the following
signal moments:

sm =
PX

i=1

c
I
m,ny(tn+i)

(a)
= zk

PX

i=1

c
I
m,n('P ⇤ q✓n+i)(⌧k � tn+i�1)

(b)
= zke

j!m⌧k , for m = 0, 1, ..., P � 1.

In these derivations, (a) follows from Eq. (7), and (b) holds
given ⌧k 2 [tn+P � L

P , tn], and the fact that none of the
kernels ('P ⇤ q✓n+i)(⌧k � tn+i�1) have any discontinuities
in [tn+P � L

P , tn], for i = 1, 2, ..., P . As before, we can use
Prony’s method to estimate zk and ⌧k from the signal moments
sm. Finally, we can retrieve the piecewise constant signal x(t)
once we have estimated its discontinuities dx(t)

dt .
The sampling and reconstruction of a piecewise constant

signal are depicted in Fig. 11. The filter is the derivative of
the fourth-order E-spline, of support L = 4, as seen in Fig.
11(b), the separation between input discontinuities is larger
than the kernel’s support L, as depicted in Fig. 11(a), and the
comparator’s trigger mark is CT = 0.001. The estimation of
the input is exact to numerical precision.

Fig. 11: Sampling of a piecewise constant signal using the integrate-
and-fire TEM. The input is shown in (a), the sampling kernel in (b),
the non-uniform samples used for estimation of the first two input
discontinuities in (c), and the reconstructed signal in (d).

V. GENERALIZED TIME-BASED SAMPLING

To highlight the potential practical implications of the
methods developed in the previous sections, we present here
extensions of our framework to deal with arbitrary kernels and
the noisy scenario, and show that reliable input reconstruction
can be achieved also in these scenarios.

A. Sampling with Arbitrary Kernels

In the previous sections we have presented methods for
perfect retrieval of certain classes of non-bandlimited signals
from timing information. We have seen that these methods
require the sampling kernel '(t) to locally reproduce expo-
nentials, in order to be able to map this problem to Prony’s
method. In reality, however, the sampling kernel may not
have the exponential reproducing property as in Eq. (13). Let
us now consider an arbitrary kernel '̃(t), and find a linear
combination of its non-uniform shifted versions that gives the
best approximation of P exponentials f(t) = e

j!mt within
an interval I , for !m = !0 + �m, m = 0, 1, ..., P � 1,
and � = �2!0

P�1 . In other words, we want to find the optimal
coefficients c

I
m,n such that:

NX

n=1

c
I
m,n'̃(t� tn) ⇡ e

j!mt
, (37)

for t 2 I and n = 1, 2, ..., N , with N being the number of
kernels '̃(t� tn) overlapping I .

We find the coefficients cm,n using the least-squares ap-

proximation method described in [38]. The coefficients are
computed using the orthogonal projection of f(t) onto the
space spanned by the non-uniform shifts '̃(t� tn), such that:

hf(t)�
NX

k=1

c
I
m,k'̃(t� tk), '̃(t� tn)i = 0, (38)

for t 2 I and n = 1, 2, ..N .
Furthermore, Eq. (38) is equivalent to:

hf(t), '̃(t� tn)i =
NX

k=1

c
I
m,kh'̃(t� tk), '̃(t� tn)i,

which represents a system of N equations from which we can
determine the N coefficients cIm,k, for each m = 0, 1, ..., P�1.

We then use the calculated coefficients cIm,k to compute the
signal moments as in Section IV. Finally, the estimation of
the input can be further refined using the Cadzow iterative
algorithm in order to increase the accuracy of the signal
moments, before applying Prony’s method [39], [40].

The sampling and reconstruction of bursts of 2 Diracs are
depicted in Fig. 13. We use the multi-channel estimation
method presented in Section IV-D, where the filter of each
channel is a third order B-spline �3(t), such that the modified
kernel (�3 ⇤ q✓n)(t) in Eq. (5) cannot reproduce exponentials.
Moreover, we aim to approximately reproduce 4 different
exponentials for each channel, and hence we require a number
of 4 non-uniform samples, as discussed in Section II-B. In
Fig. 12, we depict the approximate exponential reproduction
in Eq. (37), within the interval I = [0.82, 1.4] overlapping
the first burst of Diracs. Finally, the estimation of the input is
close to exact, as depicted in Fig. 13(c).

Fig. 12: Approximate exponential reproduction using non-uniform
shifts of the kernel (�3 ⇤ q✓n)(t). The kernels are shown in (a), and
the exponential reproduction using these shifted kernels in (b).

If the distance 𝑆 between discontinuities 
is on average 𝑆 > (𝐿 − 1)𝑇	with 𝑇 being 
the sampling period in uniform sparse 
sampling then the new time encoding 
framework2 is more efficient than 
sparse sampling (lower sampling 
density

2R. Alexandru and P.L. Dragotti, Reconstructing Classes of Non-bandlimited Signals from Time 
Encoded Information, IEEE Trans. on Signal Processing, vol.68, 2020. 



Integrate and Fire and Neuromorphic Cameras
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Integrate and Fire and Neuromorphic Cameras



Sensing Diversity for Neuromorphic Cameras

• Key insight: design an end-to-end neural network where the acquisition 
• process is part of the learned architecture
• Key approach: each pixel behaves differently
• The network architecture for reconstruction is model-based

 

Video-to-events-to-video (V2E2V)
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• Validate how alternative event generation strategies improve video reconstruction

• Finetune CISTA-LSTC for 1 epoch

• Reconstruct 1 frame using events generated from every 10 HFR frames

7

Fig. 6. Video-to-events-to-video flowchart. The E2V part is realised with a customized v2e, where different fc and C for adjacent pixels are applied.

The V2E part is implemented with our CISTA-LSTC network.

pixels corresponding to !!, #!
pixels corresponding to !", #"

Fig. 7. Schematic of the sensing diversity approach for adjacent pixels

µ = [0.2, 0.4, 0.6, 0.8, 1] randomly and � = 0.03. The values
for positive and negative events are also different, where
Cn = �Cp,� ⇠ N (1, 0.1). Lowpass filtering is executed
randomly on half of sequences with a cutoff frequency of
200 Hz. The refractory period is set to 1ms. The leak rate
and shot noise rate are 0.1 Hz and 1 Hz respectively.

We simulate 1100 sequences, 2s long. We use 1000 se-
quences for training and another 100 for testing. The image
size is 240⇥ 180 which is the same as that of DAVIS240C.

Two real datasets, the Event Camera Dataset (ECD) [43]
and the High Quality Frames (HQF) [28], are also used
for testing. They are both captured by DAVIS240C. ECD
includes 7 video sequences for different scenes with random
movement. HQF provides 14 sequences with a wider range
of motions, contrast thresholds and scene types. The quality
of intensity images in HQF is better than ECD, with less
noise and motion blur. In the testing of the reconstruction
network, we use the first 550 frames in ECD and first 300
frames in HQF of each sequence.
Training details During training, we limit the number of
events NE 2 [0.8, 1.2] ⇥ NL for each reconstruction with
NL = 15000 to achieve stable reconstruction.

We use a many-to-one scheme to implement backpropa-
gation, which means that loss is only calculated at the end
of a sequence. The length of sequence L is around 15 frames.
The loss function is combination of L1, SSIM and perceptual
loss (LPIPS) [50], as follows:

Ls = kIL � ÎLk1 + (1� SSIM(IL, ÎL)) + d(IL, ÎL), (12)

where d(IL, ÎL) indicates the perceptual loss (LPIPS).
Other training details include that batch size is 1, learn-

ing rate is initialised with 0.0001 and decays 10% every
10 epochs, training for 20 epochs. Considering the length

of sequence is not fixed and the limitation of memory
consumption, we choose batch size of 1. The choice of 20
epochs is also motivated by training time considerations. We
observed that the results are good enough after 20 epochs
and that it is fair to compare different models when training
with 20 epochs.

Evaluation In evaluation, the limitation to number of events
NE are the same with training on the simulated datasets.
However, ground truth intensity images are only available
at a fixed frame rate. We thus split events between two
consecutive frames into several groups according to NL

for reconstruction. In addition, we filter hot pixels with
large value in event voxel grids before reconstruction. Af-
ter reconstruction, we implement contrast-limited adaptive
histogram equalization (CLAHE) for both ground truth and
reconstructed images, so that they are comparable.

In our experiments, peak signal-to-noise ratio (PSNR),
structural similarity (SSIM) and perceptual loss (LPIPS) are
used as image quality metrics.

5.2 Comparison against other reconstruction networks

We compare our method with three state-of-the-art net-
works. E2VID [19], [20] is a Unet architecture with Con-
vLSTMs and residual blocks. In their training, a temporal
consistency loss using optical flow is introduced apart from
the reconstruction loss. FireNet [21] simplifies E2VID since it
uses fewer layers, smaller kernel size and has no downsam-
pling aiming to achieve faster image reconstruction without
decreasing accuracy. SPADE-E2VID [22] adds a SPADE layer
to the architecture of E2VID to fuse previous frames to
achieve temporal consistency. These networks are retrained
using our datasets and training strategies.

Reconstruction results are shown in Fig. 8 and Table 1.
Our CISTA-LSTC outperforms others on all testing datasets,
especially on SSIM and LPIPS. FireNet has lower ability
to recover intensity and reconstructed frames are noisier.
E2VID generates clear edges and performs the second best,
but it has a relatively lower ability to recover intensity
for some dark large areas (see desk) and more bleeding
effects are visible (see shapes 6dof) compared with ours.
Actually, SPADE-E2VID produces the sharpest edges (see
poster pillar2) and has fewer bleeding effects, but these
images have very high contrast which makes them seem
not natural. This is why it performs worse on real dataset,
especially on PSNR. On the simulated dataset, SPADE-
E2VID performs the second best on SSIM and LPIPS. Our
CISTA-LSTC keeps a balance between intensity recovery



Sensing Diversity for Neuromorphic Cameras

• The network architecture for reconstruction is model-based: intensity and 
event frames share the same sparse representation

 

E2V – CISTA-LSTC network
• Convolutional ISTA network with long short-term consistency constraints
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Deep Unfolding Strategy

Explicit embedding of priors and constraints in deep networks
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𝒚
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Dictionary Learning
• The network architecture for reconstruction is model-based: intensity and 

event frames share the same sparse representation
• The dictionary is usually learned 

Introduction

• Sparse representation problem
• Find a K-sparse signal 𝒙 (||𝒙||𝟎 = 𝐾) from noisy observation 𝒚
• Dictionary 𝑫 is a fat matrix
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Model of dependency between intensity and 
events

Assumption: intensity and 
event frames share the same 
sparse representation

Introduction

• Sparse representation problem
• Find a K-sparse signal 𝒙 (||𝒙||𝟎 = 𝐾) from noisy observation 𝒚
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Deep Unfolding Strategy

• The network architecture for reconstruction is model-based: intensity and 
event frames share the same sparse representation 𝑍&

• The sparse vector can be found using ISTA: 𝑍&* = ℎ+(𝑍&*,- + 𝐷*.(𝑋& − 𝐷*𝑍&/,-)

 

5

Fig. 2. CISTA-LSTC network – CISTA network with long short-term temporal consistency (LSTC) constraints. A head layer WX fuses and

downsamples input event voxel grid Et
t�1 and predicted intensity image Ît�1. The LSTC initialises sparse code Z0

t with previous sparse code

to keep temporal consistency (see Fig. 4). ISTA blocks (see Fig. 3) estimates sparse codes iteratively and finally intensity image Ît is reconstructed

by the LSRC unit (see Fig. 4), which includes a ConvLSTM unit and an upsampling synthesis layer.

+

	"!	#!

		ℎ"!

%#

-

&#!
ISTAk

&#!$%

Fig. 3. The kth ISTA block to estimate sparse codes Zk
t . Dk is used as

a dictionary for input Xt. Dk and Pk are convolutional layers, h✓k
is a

soft thresholding function with a learned threshold vector ✓k.

denotes the Hadamard product. The LSTC block not only
uses current input Xt but also uses sparse codes from the
last reconstruction to initialise Z0

t
. With the assistance of

previous sparse codes, Z0
t

can be well initialised. The dif-
ference between the LSTC block and standard ConvLSTM
mainly lies in the input. The ConvLSTM only has one input
and keeps the memory of the previous state, while the
proposed LSTC takes the last updated sparse codes ZK

t�1
from previous reconstruction as another input, apart from
current input Xt.

Second, given the sparse codes, in order to achieve
intensity coherence, we replace the simple synthesis stage in
Eq. (4) with the long short-term reconstruction consistency
(LSRC) unit shown in Fig. 4. It consists of a ConvLSTM
unit and a synthesis convolutional layer with upsampling
followed by a Sigmoid activation to generate the final pre-
dicted intensity frame Ît. The ConvLSTM unit takes sparse
code ZK

t
as input and at�1 as a state to keeps memory of

the previous reconstruction. The upsampling layer followed
by a Sigmoid activation then acts as a synthesis dictionary to
reconstruct intensity frame It and upsample it to the target

dimension.
To summarize, the overall CISTA-LSTC network is de-

picted in Fig. 2. A head layer WX followed by the LSTC
initialises Xt and Z0

t
, respectively. As highlighted before

WX # is a convolutional layer that fuses Et�1 and Ît�1 to
give us Xt. Sparse codes are obtained using K ISTA blocks
and finally intensity is reconstructed by the block LSRC. All
layers use 3⇥ 3 convolutions with a stride 1 except for WX

whose stride is 2 to perform downsampling. We choose 64
channels for Dk, 128 channels for Pk and K = 5 in our
experiments.

4 VIDEO-TO-EVENTS GENERATION

In this section, we explore how to improve event generation.
Neuromorphic cameras could be potentially improved by
exploring how to adjust some important parameters for
different pixels in the camera. We leverage an existing event
simulator, v2e [28] for this analysis. In Section 4.1, we focus
on two parameters, the contrast threshold and the cutoff
frequency for lowpass temporal filtering. We show that
applying different values for adjacent pixels can improve
the performance without increasing the overall number of
events (see Section 4.2). In Section 4.3, we then construct an
end-to-end video-to-events-to-video (V2E2V) architecture to
verify our assumptions .

4.1 Key factors in Event Generation

v2e [28] designs a realistic event simulator considering
physic limitations, including linear to logarithmic mapping,
intensity-dependent lowpass filtering, leak events and shot
noise, as shown in Fig. 5. Our modifications are based on
the working of v2e.



Sensing Diversity for Neuromorphic Cameras

• The network architecture for reconstruction is model-based: intensity and 
event frames share the same sparse representation

 

E2V – CISTA-LSTC network
• Convolutional ISTA network with long short-term consistency constraints
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Fig. 9. Comparison of reconstructed images for slow motion in slow and fast desk. The movement slows down to static and then speeds up from

left to right. CISTA-LSTC has better temporal consistency.

Fig. 10. Training loss for variations of CISTA-LSTC.

diversity is less significant since lowpass filtering decreases
the number of events, but results are still better than the nor-
mal approach, especially on PSNR. Rows 6-10 in Table 5.5
list the results of diversity in fc, and Fig. 13 show the com-
parison of reconstructed images and events. Row 6 is the re-
sults of normal lowpass filtering, which reduces the number
of events and deteriorates reconstruction quality compared
with no filtering case (see row 1). Noise is reduced but edges
are blurred, comparing the first two columns of Fig. 13. After
enlarging the bandwidth for part of pixels, image quality
improves. With (ql, qs) = (1,�) and (ql, qs) = (�, 1),
we mean that only a part of pixels implements lowpass
filtering with fc = 200Hz while the others keep the original
signals. (ql, qs) = (�, 1) is better than (ql, qs) = (1,�)
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Fig. 11. Comparison of video reconstruction between variations of

CISTA-LSTC. The LSRC unit helps retrieve intensity and the LSTC unit

further improves temporal consistency.

and than no filtering case, which indicates that lowpass
filtering for a smaller portion (1/4) of pixels can protect
the clearness of edges and reveal more small changes at
the same time, see fc(1,�) and fc(�, 1) in Fig. 13. In
addition, we further implement lowpass filtering with a
relatively large bandwidth fc = 200⇥2 = 400Hz for part of
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Fig. 10. Comparison of reconstructed images for sequences with high resolution and high speed motion from HS-ERGB dataset [51]. CISTA-LSTC

performs better on recovering intensity.
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Fig. 11. Reconstructed images for sequences with very high speed motion (datasets are from [19]).
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Sensing Diversity for Neuromorphic Cameras

• Key insight: design an end-to-end neural network where the 
acquisition process is part of the learned architecture

• Key approach: each pixel behaves differently
• The network architecture for reconstruction is model-based

 

Video-to-events-to-video (V2E2V)
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• Validate how alternative event generation strategies improve video reconstruction

• Finetune CISTA-LSTC for 1 epoch

• Reconstruct 1 frame using events generated from every 10 HFR frames

7

Fig. 6. Video-to-events-to-video flowchart. The E2V part is realised with a customized v2e, where different fc and C for adjacent pixels are applied.

The V2E part is implemented with our CISTA-LSTC network.

pixels corresponding to !!, #!
pixels corresponding to !", #"

Fig. 7. Schematic of the sensing diversity approach for adjacent pixels

µ = [0.2, 0.4, 0.6, 0.8, 1] randomly and � = 0.03. The values
for positive and negative events are also different, where
Cn = �Cp,� ⇠ N (1, 0.1). Lowpass filtering is executed
randomly on half of sequences with a cutoff frequency of
200 Hz. The refractory period is set to 1ms. The leak rate
and shot noise rate are 0.1 Hz and 1 Hz respectively.

We simulate 1100 sequences, 2s long. We use 1000 se-
quences for training and another 100 for testing. The image
size is 240⇥ 180 which is the same as that of DAVIS240C.

Two real datasets, the Event Camera Dataset (ECD) [43]
and the High Quality Frames (HQF) [28], are also used
for testing. They are both captured by DAVIS240C. ECD
includes 7 video sequences for different scenes with random
movement. HQF provides 14 sequences with a wider range
of motions, contrast thresholds and scene types. The quality
of intensity images in HQF is better than ECD, with less
noise and motion blur. In the testing of the reconstruction
network, we use the first 550 frames in ECD and first 300
frames in HQF of each sequence.
Training details During training, we limit the number of
events NE 2 [0.8, 1.2] ⇥ NL for each reconstruction with
NL = 15000 to achieve stable reconstruction.

We use a many-to-one scheme to implement backpropa-
gation, which means that loss is only calculated at the end
of a sequence. The length of sequence L is around 15 frames.
The loss function is combination of L1, SSIM and perceptual
loss (LPIPS) [50], as follows:

Ls = kIL � ÎLk1 + (1� SSIM(IL, ÎL)) + d(IL, ÎL), (12)

where d(IL, ÎL) indicates the perceptual loss (LPIPS).
Other training details include that batch size is 1, learn-

ing rate is initialised with 0.0001 and decays 10% every
10 epochs, training for 20 epochs. Considering the length

of sequence is not fixed and the limitation of memory
consumption, we choose batch size of 1. The choice of 20
epochs is also motivated by training time considerations. We
observed that the results are good enough after 20 epochs
and that it is fair to compare different models when training
with 20 epochs.

Evaluation In evaluation, the limitation to number of events
NE are the same with training on the simulated datasets.
However, ground truth intensity images are only available
at a fixed frame rate. We thus split events between two
consecutive frames into several groups according to NL

for reconstruction. In addition, we filter hot pixels with
large value in event voxel grids before reconstruction. Af-
ter reconstruction, we implement contrast-limited adaptive
histogram equalization (CLAHE) for both ground truth and
reconstructed images, so that they are comparable.

In our experiments, peak signal-to-noise ratio (PSNR),
structural similarity (SSIM) and perceptual loss (LPIPS) are
used as image quality metrics.

5.2 Comparison against other reconstruction networks

We compare our method with three state-of-the-art net-
works. E2VID [19], [20] is a Unet architecture with Con-
vLSTMs and residual blocks. In their training, a temporal
consistency loss using optical flow is introduced apart from
the reconstruction loss. FireNet [21] simplifies E2VID since it
uses fewer layers, smaller kernel size and has no downsam-
pling aiming to achieve faster image reconstruction without
decreasing accuracy. SPADE-E2VID [22] adds a SPADE layer
to the architecture of E2VID to fuse previous frames to
achieve temporal consistency. These networks are retrained
using our datasets and training strategies.

Reconstruction results are shown in Fig. 8 and Table 1.
Our CISTA-LSTC outperforms others on all testing datasets,
especially on SSIM and LPIPS. FireNet has lower ability
to recover intensity and reconstructed frames are noisier.
E2VID generates clear edges and performs the second best,
but it has a relatively lower ability to recover intensity
for some dark large areas (see desk) and more bleeding
effects are visible (see shapes 6dof) compared with ours.
Actually, SPADE-E2VID produces the sharpest edges (see
poster pillar2) and has fewer bleeding effects, but these
images have very high contrast which makes them seem
not natural. This is why it performs worse on real dataset,
especially on PSNR. On the simulated dataset, SPADE-
E2VID performs the second best on SSIM and LPIPS. Our
CISTA-LSTC keeps a balance between intensity recovery



End-to-end learning - Results

with sensing diversitywithout sensing diversity



Event-driven systems – first set of conclusions

• Neuromorphic sensing systems inspire a new paradigm for sampling

• Sampling provides insights into the design of event-driven systems 
(end-to-end learning)

• Model-based deep learning leads to lighter and more universal 
architectures



Two-Photon Microscopy for Neuroscience

• Goal of Neuroscience: to study how 
information is processed in the brain

• Neurons  communicate through pulses  called 
Action Potentials (AP)

• Need to measure in-vivo the activity of large 
populations of neurons at cellular level 
resolution

• Two-photon microscopy combined with right 
indicators is the most promising technology 
to achieve that 
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Figure 2: A: optical system schematic; B, scanning modes; C, experiment work flow

fluorescencephotonsfromanextendeddepthoffield,andtodeducethepositionfromwhichtheyoriginatebasedon
fluorescence amplitude and incidence angle [9], [10]. In contrast with previous light field implementations,
we will excite fluorescence in two-photon mode with an infrared wavelength that penetrates deeper
into scattering mammalian brain than the visible wavelengths used to excite fluorescence in one-
photon mode. Unlike traditional 2PLSM, here instead of focusing the laser beam to a diffraction-limited
spot, our goal is to implement wide-field excitation for light field volume acquisition. Due to two-photon’s
squared dependence of fluorescence on excitation intensity, wide-field two-photon excitation requires high pulse
energy and decreased repetition rates to excite fluorescence efficiently throughout the volume while keeping the
average power low enough to avoid tissue heating. Exciting two-photon fluorescence throughout our 200-micron-
diameter cross-sectional area requires approximately 10 microjoules of pulse energy for a 660 kHz repetition rate.
We have selected the Coherent Opera-F Optical Parametric Amplifier pumped by the Monaco Amplifier as this
combination provides pulse energies in the 10 microjoule range of near infrared wavelengths (650 - 900 nm, 1035
nm, and 1200 to 2500 nm). The flexibility to tune the laser’s wavelength will enable us evaluate different calcium
indicators in terms of their signal-to-noise, temporal fidelity, and depth penetration during WP2.

Path (C) will serve as a control by exciting calcium-indicator fluorescence in axially-confined “pancakes” by
replacing the mirror with a reflective ruled diffraction grating [3]. In this configuration, two-photon excitation
will be temporally focused to a plane 5 microns thick (inset Figure 2A). The “pancake” plane will by scanned
remotelybyanelectrically tunable lens (ETL)conjugate to theobjectivebackaperture. Wewill use the“pancake”
excitationmode to evaluatehowwhole-volume2PELF illumination compares to the spatial specificity of selected-
plane excitation.

We will assess 2PELF’s axial and lateral spatial resolution as a function of depth by imaging 10-micron
red fluorescent beads seeded in agarose either weakly or strongly scattering (mean free path 200 microns, like
mammaliancortex [14]). Wewillfirst imagethebeadswithpath(A)toacquireahighresolution3Dreconstruction
ofbead location. Thenwewill acquire lightfieldswith thebeadsusingpath (C)andassess thefidelityandcontrast
with which 2PELF can resolve single beads and infer their position as a function of depth, scattering strength,
and bead concentration. We will compare the depth at which single beads can be resolved between 2PELF and
“pancake mode” as a function of agarose scattering coefficient and bead density.

Milestones/deliverables: (a) Four optical paths aligned and parfocal (Month 6); (b) Fluorescent bead dis-
criminability quantified as a function of depth and scattering (Month 10). (c) Develop software for integrated
2PELF data acquisition and analysis (Month 12).

• Fluorescent sensors within tissues 
• Highly localized laser excites fluorescence 

from sensors
• Photons emitted from tissue are collected
• Focal spot sequentially scanned across 

samples to form image
• Two-photon microscopes in raster scan 

modality can go deep in the tissue but are 
slow



Two-Photon Microscopy

• In order to speed up acquisition one can change the illumination strategy
• This mitigates the issue but does not fix it 
• Issue with scattering



Light-field Microscopy

Light-Field Microscopy (LFM) is a high-
speed imaging technique that uses a 
simple modification of a standard 
microscope to capture a 3D image of an 
entire volume in a single camera snapshot



Light-field Microscopy and EPI



Light-field Microscopy and Illumination 
Strategies

Key insight: use the 2P microscope for high-resolution structural information and the LFM for monitoring the 
activity of neurons.  



2D Measured LF image

3D Input

2

Computational
 Algorithm 

Light-field Microscopy
Challenge: given a sequence of lightfields (2-D signals), need to reconstruct a sequence of  
volumes (3-D+t)



Volume reconstruction from LF Data 

• Challenges
• Scattering induces blur, making 

inversion more challenging
• Lack of ground-truth data for learning

• Opportunities
• Forward model structured and linear
• Data is sparse (neurons fire rarely 

and are localized in space)
• Occlusion can be ignored

2-D LF 

Volume 



Forward Model

Microlens Array
Objective Tube Lens

𝑥
𝑧

LF Microscope

Image Sensor

NOP NIP

• Forward model is linear which means 𝒚 = 𝑯𝒙
• 𝑯 is estimated using wave-optics 
• For each depth, 𝑯 is block-circulant 

(periodically shift invariant) and can be 
modelled with a filter-bank 

• The entire forward model can be 
modelled using a linear convolutional 
network with known parameters (given 
by the wave-optics model)



Neural network for volume reconstruction 

• Data is sparse (neurons fire rarely and are localized in space)

• Solve min
)
( 𝑦 − 𝐻𝑥 " + 𝑥 !) s.t 𝑥 ≥ 0

• This leads to the following iteration: 

𝑥*+! = 𝑅𝑒𝐿𝑈(𝑥* − 𝐻,𝐻𝑥* + 𝐻,𝑦 + 𝜆)

• Approach: Convert the iteration in a deep neural network using the unfolding technique
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Fig. 6. CNN architecture. Our reconstruction network g(·) is composed of (1)
a compression layer c(·), which is a linear convolutional layer with N ⇥N
input channels and V output channels and (2) a LISTA network. At each layer
of LISTA we use the architecture of the compress forward CNN h(·) shown
in Figure5 and the adjoint operator hT (·). The LISTA network is composed
of K layers.

each layer corresponds to one iteration of ISTA. Effectively,
each layer of LISTA implements the following step:

x
k+1 = T�(xk �H

T
1H2x

k +H3
T
y), (4)

where H1,H2 and H3 are matrices of same size and
structure as H. These matrices are the parameters of the
network that can be learned using a proper loss function.
Note that, contrary to [21], we do not fuse the product HT

1H2

into a single matrix since we want to keep the structure of
each factor. This version of LISTA uses the soft-thresholding
as the element-wise non-linearity due to the l1 constraint in
Equation (2). However, ISTA can be used with different types
of non-linearities related to the prior imposed, as explained in
[24]. For instance, replacing T� by a rectified linear unit (Relu)
imposes non-negativity, and replacing it with a ReLU with a
bias term imposes sparsity and non-negativity. In our case, x
is sparse and non-negative. Therefore, we propose a LISTA
network that uses a ReLU with a bias term as non-linearity:

x
k+1 = ReLU(xk �H

T
1
kHk

2x
k +H

T
3
k
y + �k), (5)

where �k is a learnable bias. Furthermore, the custom
{Hk

i }3i=1 for each unfolded iteration k gives the network more
capabilities without compromising its simplicity.

In many practical cases, the described LISTA network
cannot be used directly to solve the volume reconstruction
problem. The size and structure of the matrix H make it
computationally prohibitive to perform matrix multiplications
repeatedly. Therefore, we propose using the compressed for-
ward CNN h(·) proposed in Section IV-B to reduce the com-
putational complexity. The final architecture of our network
is, therefore, described as follows:

x
k+1 = ReLU(xk � hT

1
k
(hk

2(x
k)) + hT

3
k
(c(y)) + �k), (6)

where we have replaced matrices H
k
i in Equation (5) with the

linear mappings {hi}3i=1. The computation of all the {hi}3i=1

is determined by the architecture of the compressed forward
CNN derived from physics and explained in SectionIV-B. Note
that the structure of the adjoint operators (transpose) {hT

i }3i=1

in Equation (6) can be easily computed from the permutation
of the weights of h(·). Furthermore, the input of the network
is c(y) rather than y. The mapping c(·) is defined as a single
linear convolutional layer with N ⇥N input channels and V

(a)

(b)

Fig. 7. Training of our GAN architecture. In (a), we show how the LISTA
network g(·) is trained using a content loss and an adversarial loss computed
from a critic D(·). The content loss is computed using a few labelled data
pairs, unlabelled LF data, and the known forward model f(·). In (b), we show
the structure of the critic D(·) designed following typical techniques for 3D
GANs[25].

output channels and filters of unit size. By having V output
channels, c(·) is compatible with the input size of the operators
{hT

i }3i=1. For this compression step, we found unit-size filters
to be effective; however, filters of any size could be used. We
highlight that the coefficients of the compression layer c(·) are
learned together with LISTA. The end-to-end network g(·; ✓),
where ✓ represents the learnable parameters of the network, is
shown in Figure 6. If additional simplification is needed, some
convolutional layers in g(·) can be replaced by a cascade of
layers with a smaller filter size.

B. CNN Training

We learn the parameters ✓ of our LISTA network g(·; ✓) with
a proper loss function and a mixture of labelled and unlabelled
datasets. In our scenario, a labelled dataset comprises LF im-
ages and the corresponding 2P volumes. For many applications
in LFM, capturing a huge labelled dataset is too expensive or
even unfeasible. For instance, when studying the behavior of
neurons in mammalian tissue, capturing a clean 3D label is
challenging due to the scattering media. Furthermore, using
only synthetic data for training is problematic if noise is not
appropriately modelled.

In our setting, we propose acquiring a very small labelled
training dataset. We label neurons in a single brain sample
using TdTomato fluorophore. The TdTomato allows capturing
the static distribution of the neurons in space using both 2P
and LF modalities. The 2P raster scanning modality provides
the ground truth volume that can be paired with the LF images
acquired with the same fluorophore. Therefore, to train LISTA
we exploit the small labelled dataset, the large amount of
unpaired LF images, and the knowledge of the forward model.
The training loss is stated as follows:
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capabilities without compromising its simplicity.

In many practical cases, the described LISTA network
cannot be used directly to solve the volume reconstruction
problem. The size and structure of the matrix H make it
computationally prohibitive to perform matrix multiplications
repeatedly. Therefore, we propose using the compressed for-
ward CNN h(·) proposed in Section IV-B to reduce the com-
putational complexity. The final architecture of our network
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Fig. 7. Training of our GAN architecture. In (a), we show how the LISTA
network g(·) is trained using a content loss and an adversarial loss computed
from a critic D(·). The content loss is computed using a few labelled data
pairs, unlabelled LF data, and the known forward model f(·). In (b), we show
the structure of the critic D(·) designed following typical techniques for 3D
GANs[25].

output channels and filters of unit size. By having V output
channels, c(·) is compatible with the input size of the operators
{hT

i }3i=1. For this compression step, we found unit-size filters
to be effective; however, filters of any size could be used. We
highlight that the coefficients of the compression layer c(·) are
learned together with LISTA. The end-to-end network g(·; ✓),
where ✓ represents the learnable parameters of the network, is
shown in Figure 6. If additional simplification is needed, some
convolutional layers in g(·) can be replaced by a cascade of
layers with a smaller filter size.

B. CNN Training

We learn the parameters ✓ of our LISTA network g(·; ✓) with
a proper loss function and a mixture of labelled and unlabelled
datasets. In our scenario, a labelled dataset comprises LF im-
ages and the corresponding 2P volumes. For many applications
in LFM, capturing a huge labelled dataset is too expensive or
even unfeasible. For instance, when studying the behavior of
neurons in mammalian tissue, capturing a clean 3D label is
challenging due to the scattering media. Furthermore, using
only synthetic data for training is problematic if noise is not
appropriately modelled.

In our setting, we propose acquiring a very small labelled
training dataset. We label neurons in a single brain sample
using TdTomato fluorophore. The TdTomato allows capturing
the static distribution of the neurons in space using both 2P
and LF modalities. The 2P raster scanning modality provides
the ground truth volume that can be paired with the LF images
acquired with the same fluorophore. Therefore, to train LISTA
we exploit the small labelled dataset, the large amount of
unpaired LF images, and the knowledge of the forward model.
The training loss is stated as follows:

• Training, in this context, is difficult due to lack of ground-truth data
• Our approach: semi supervised learning

• Small ground truth dataset
• Adversarial network for adversarial loss
• Light-field loss based on re-synthesizing 
     light-field from reconstructed volume
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Fig. 8. Reconstruction using real light field data from acute mouse brain slices expressing TdTomato fluorophore. In part (a), the first three rows show the
two-photon 3D image used as ground truth, and the reconstruction using two model-based approaches: ISRA and ADMM, respectively. Furthermore, in the
next two rows we evaluate the state-of-the-art LFMNet proposed in [9] and we show our LISTA approach. We show several slices for different depths. This
reconstruction corresponds to the performance shown in the first row in Table I. In part (b), we show performance for a light field image with a deeper focal
depth, corresponding to the row 28 in Table I. The performance of all methods degrades when imaging deeper in the tissue. Note that our LISTA method
achieves the best performance in terms of both PSNR and SSIM. The shown PSNR and SSIM are measured at each depth. Measures on the whole volume
are shown in Table I. All the distances are measured in µm. The settings used to capture both the light field image and two-photon image are specified in
Section VI.
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Fig. 8. Reconstruction using real light field data from acute mouse brain slices expressing TdTomato fluorophore. In part (a), the first three rows show the
two-photon 3D image used as ground truth, and the reconstruction using two model-based approaches: ISRA and ADMM, respectively. Furthermore, in the
next two rows we evaluate the state-of-the-art LFMNet proposed in [9] and we show our LISTA approach. We show several slices for different depths. This
reconstruction corresponds to the performance shown in the first row in Table I. In part (b), we show performance for a light field image with a deeper focal
depth, corresponding to the row 28 in Table I. The performance of all methods degrades when imaging deeper in the tissue. Note that our LISTA method
achieves the best performance in terms of both PSNR and SSIM. The shown PSNR and SSIM are measured at each depth. Measures on the whole volume
are shown in Table I. All the distances are measured in µm. The settings used to capture both the light field image and two-photon image are specified in
Section VI.
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Fig. 8. Reconstruction using real light field data from acute mouse brain slices expressing TdTomato fluorophore. In part (a), the first three rows show the
two-photon 3D image used as ground truth, and the reconstruction using two model-based approaches: ISRA and ADMM, respectively. Furthermore, in the
next two rows we evaluate the state-of-the-art LFMNet proposed in [9] and we show our LISTA approach. We show several slices for different depths. This
reconstruction corresponds to the performance shown in the first row in Table I. In part (b), we show performance for a light field image with a deeper focal
depth, corresponding to the row 28 in Table I. The performance of all methods degrades when imaging deeper in the tissue. Note that our LISTA method
achieves the best performance in terms of both PSNR and SSIM. The shown PSNR and SSIM are measured at each depth. Measures on the whole volume
are shown in Table I. All the distances are measured in µm. The settings used to capture both the light field image and two-photon image are specified in
Section VI.
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Fig. 8. Reconstruction using real light field data from acute mouse brain slices expressing TdTomato fluorophore. In part (a), the first three rows show the
two-photon 3D image used as ground truth, and the reconstruction using two model-based approaches: ISRA and ADMM, respectively. Furthermore, in the
next two rows we evaluate the state-of-the-art LFMNet proposed in [9] and we show our LISTA approach. We show several slices for different depths. This
reconstruction corresponds to the performance shown in the first row in Table I. In part (b), we show performance for a light field image with a deeper focal
depth, corresponding to the row 28 in Table I. The performance of all methods degrades when imaging deeper in the tissue. Note that our LISTA method
achieves the best performance in terms of both PSNR and SSIM. The shown PSNR and SSIM are measured at each depth. Measures on the whole volume
are shown in Table I. All the distances are measured in µm. The settings used to capture both the light field image and two-photon image are specified in
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Three brain samples are shown in parts (a), (b), and (c) 
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Francisco de Goya, Dona Isabel de Porcel (NG1473),
before 1805. Oil on canvas. (a). RGB image. (b). X-ray image.

Demixing using a connected auto-encoder

Machine Learning to extract painting underneath1 

(a) (b)

Fig. 1. Francisco de Goya, Doña Isabel de Porcel (NG1473),
before 1805. Oil on canvas. (a). RGB image. (b). X-ray im-
age. Images copyright of the The National Gallery, London.

applied to Francisco de Goya’s portrait of Doña Isabel de Por-
cel, illustrated in Fig. 1, that has been painted directly on top
of another portrait of a male figure [9]. An improved visual-
isation and a greater understanding of the underlying portrait
has been possible through the use of macro X-ray fluores-
cence scanning, but it is also of great interest to attempt to
obtain a clearer image of just the lower figure [15].

We note in passing that X-ray image separation ap-
proaches have already been proposed in a series of works
such as [10-14]. However, such approaches apply to double
sided panels where – in addition to the mixed X-ray image
– one also has access to two RGB images associated with
the front and back sides of the artwork. Our new approach
applies however to a much more challenging scenario where
one has access only to the mixed X-ray image (Fig. 1 b) plus
a single RGB image associated with the visible portion of the
painting (Fig. 1a).

2. PROPOSED APPROACH

2.1. Problem Formulation

Our goal is to separate the mixed X-ray image associated with
a painting with a concealed design into its hypothetical com-
ponent X-ray images – where one component would contain
information related to the visible painting and the other com-
ponent would contain information related to the hidden paint-
ing – by leveraging the availability of the RGB image of the
visible painting. We carry out this task by dividing these im-
ages into smaller patches that overlap with respect to the verti-
cal and horizontal dimensions of the image. In particular, sup-
pose x denotes a mixed X-ray image patch and let x1 and x2

denote the hypothetical separated X-ray image patches cor-
responding to the surface and hidden paintings, respectively.
We then assume that x can be approximated as the sum of the
individual X-ray patches:

x ⇡ x1 + x2. (1)

Fig. 2. The proposed connected auto-encoder network for ini-
tial separated X-ray image estimation.

This linear mixing assumption is motivated by the fact that
canvas paintings (and works on panel) can be quite thin so
that higher-order attenuation effects can be neglected.

We next propose a two-step approach to separate each X-
ray image patch x onto its constituents x1 and x2 given the
corresponding RGB image patch r1. The first step yields
initial estimates of individual X-ray images x1 and x2, and
whereas the second step produces a refined version of these
images.

2.2. Approach

2.2.1. Step 1: Individual X-Ray Images Estimation

In the first step, we propose to obtain initial estimates of the
individual X-ray images of the surface and the hidden paint-
ings using the connected auto-encoder structure shown in Fig.
2.1 We build the connected auto-encoder that performs vari-
ous operations:

• It extracts feature f1 from the RGB image patch r1 us-
ing an encoder Er (represented by the green arrow).

• It extracts features f from the mixed X-ray image patch
x by encoder Ex (represented by the red arrow).

• It derives latent features f2 corresponding to the hidden
painting using a computing f2 = f � f1 (represented
by the yellow arrows).2

1The motivation for adopting a connected auto-encoder structure derives
from the fact that such an architecture has been shown to yield very good
X-ray image separation results in other art investigation problems [13,14]

2This operation is motivated by the success of similar operations in our
previous work [13,14]
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Fig. 1. Francisco de Goya, Doña Isabel de Porcel (NG1473),
before 1805. Oil on canvas. (a). RGB image. (b). X-ray im-
age. Images copyright of the The National Gallery, London.

applied to Francisco de Goya’s portrait of Doña Isabel de Por-
cel, illustrated in Fig. 1, that has been painted directly on top
of another portrait of a male figure [9]. An improved visual-
isation and a greater understanding of the underlying portrait
has been possible through the use of macro X-ray fluores-
cence scanning, but it is also of great interest to attempt to
obtain a clearer image of just the lower figure [15].

We note in passing that X-ray image separation ap-
proaches have already been proposed in a series of works
such as [10-14]. However, such approaches apply to double
sided panels where – in addition to the mixed X-ray image
– one also has access to two RGB images associated with
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applies however to a much more challenging scenario where
one has access only to the mixed X-ray image (Fig. 1 b) plus
a single RGB image associated with the visible portion of the
painting (Fig. 1a).

2. PROPOSED APPROACH
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Our goal is to separate the mixed X-ray image associated with
a painting with a concealed design into its hypothetical com-
ponent X-ray images – where one component would contain
information related to the visible painting and the other com-
ponent would contain information related to the hidden paint-
ing – by leveraging the availability of the RGB image of the
visible painting. We carry out this task by dividing these im-
ages into smaller patches that overlap with respect to the verti-
cal and horizontal dimensions of the image. In particular, sup-
pose x denotes a mixed X-ray image patch and let x1 and x2

denote the hypothetical separated X-ray image patches cor-
responding to the surface and hidden paintings, respectively.
We then assume that x can be approximated as the sum of the
individual X-ray patches:

x ⇡ x1 + x2. (1)

Green Arrow: Encoder !" to extract feature from rgb image patch

Blue Arrow: Decoder #" to transform feature into rgb image patch

Purple Arrow: Decoder #$ to transform feature into xray image patch

Red Arrow: Encoder !$ to extract feature from xray image patch

Orange Arrow: Addition

Yellow Arrow: Subtraction

Fig. 2. The proposed connected auto-encoder network for ini-
tial separated X-ray image estimation.

This linear mixing assumption is motivated by the fact that
canvas paintings (and works on panel) can be quite thin so
that higher-order attenuation effects can be neglected.

We next propose a two-step approach to separate each X-
ray image patch x onto its constituents x1 and x2 given the
corresponding RGB image patch r1. The first step yields
initial estimates of individual X-ray images x1 and x2, and
whereas the second step produces a refined version of these
images.

2.2. Approach

2.2.1. Step 1: Individual X-Ray Images Estimation

In the first step, we propose to obtain initial estimates of the
individual X-ray images of the surface and the hidden paint-
ings using the connected auto-encoder structure shown in Fig.
2.1 We build the connected auto-encoder that performs vari-
ous operations:

• It extracts feature f1 from the RGB image patch r1 us-
ing an encoder Er (represented by the green arrow).

• It extracts features f from the mixed X-ray image patch
x by encoder Ex (represented by the red arrow).

• It derives latent features f2 corresponding to the hidden
painting using a computing f2 = f � f1 (represented
by the yellow arrows).2

1The motivation for adopting a connected auto-encoder structure derives
from the fact that such an architecture has been shown to yield very good
X-ray image separation results in other art investigation problems [13,14]

2This operation is motivated by the success of similar operations in our
previous work [13,14]

1W. Pu, J. Huang, B. Sober, N. Daly, C. Higgitt, I. Daubechies, P.L. Dragotti and M. Rodrigues, “Mixed X-Ray Image Separation for Artworks With 
Concealed Designs”,  IEEE Trans. on Image Processing, 2022.
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Fig. 4. Detail of Isabel’s face in Doña Isabel de Porcel : (a)
Visual RGB image of the surface painting. (b) Mixed X-ray
image. (c) Labeled X-ray image of the surface painting.

image disappear in the separation results of the first step. This
refinement operation remedies this issue by producing more
realistic X-ray image separations as shown in the subsequent
results.

3. EXPERIMENTAL RESULTS

We now showcase that our proposed approach can lead to a
plausible decompositions of mixed X-ray images of paintings
with hidden decompositions by applying it to the painting
Doña Isabel de Porcel by Franciscode Goya shown in Fig.
1. In particular, in this experiment a small area of the whole
painting, wherein both the content of surface painting and hid-
den painting are obvious in the X-ray image, is utilized to test
the proposed method (see Fig. 4). The size of the images
in Fig. 4 is 500 ⇥ 1000 pixels. The patch size is set to be
50 ⇥ 50, and we have 45 overlapping pixels associated with
both horizontal and vertical dimensions, resulting overall in
roughly 17381 patches.

Fig. 5 (a) and (b) shows the separation results after the
first stage of the calculation. The re-synthesized mixed X-ray
– obtained by adding the individual ones in Fig 5(a) and (b)
– together with the error map – obtained by subtracting the
re-synthesized mixed-X-ray image from the original mixed
X-ray – are shown in Fig. 5 (c) and (d). After dividing the
detailed information in Fig. 5 (d) into x1 and x2, the final
separation results after the second, refinement step are shown
in Fig. 5 (e) and (f). It is clear there are still some remaining
issues with the image separation, particularly around Isabel’s
headdress, but these final images have more of the character
that would be anticipated for X-ray images and are likely to
feel more familiar and therefore be more appealing to end
users.

(a) (b) (c)

(d) (e) (f)

Fig. 5. Separation results. (a) Initial separated X-ray image of
the surface painting. (b) Initial separated X-ray image of the
hidden painting. (c) Synthetic mixed X-ray image using (a)
and (b). (d) Error map of the synthetic mixed X-ray image.
(e) Refined separated X-ray image of the surface painting. (f)
Refined separated X-ray image of the hidden painting.

4. CONCLUSION

X-radiography is a useful tool in the technical study of art-
works as, amongst its other benefits, it is capable of provid-
ing insights into hidden compositions and pentimenti. How-
ever, when hidden designs exist under the visible surface the
resulting X-ray images contain features associated with de-
signs (they are ’mixed’) and, as a result, they present difficul-
ties to experts visually interpreting these images. To improve
the utility of these X-ray images, it is desirable to separate
the content into two (hypothetical) images, each pertaining to
only one layer or composition. This paper proposed a novel
self-supervised learning algorithm based on a two-step proce-
dure. In the first step, a connected auto-encoder structure as
well as joint reconstruction loss and exclusion loss are pro-
posed to separate the mixed X-ray image. In the second step,
the error map is evenly allocated into the separated images to
produce more natural separated X-ray images. This proposed
method is demonstrated with the experiments on images from
the painting Doña Isabel de Porcel by Francisco de Goya.
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Fig. 4. Detail of Isabel’s face in Doña Isabel de Porcel : (a)
Visual RGB image of the surface painting. (b) Mixed X-ray
image. (c) Labeled X-ray image of the surface painting.

image disappear in the separation results of the first step. This
refinement operation remedies this issue by producing more
realistic X-ray image separations as shown in the subsequent
results.
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We now showcase that our proposed approach can lead to a
plausible decompositions of mixed X-ray images of paintings
with hidden decompositions by applying it to the painting
Doña Isabel de Porcel by Franciscode Goya shown in Fig.
1. In particular, in this experiment a small area of the whole
painting, wherein both the content of surface painting and hid-
den painting are obvious in the X-ray image, is utilized to test
the proposed method (see Fig. 4). The size of the images
in Fig. 4 is 500 ⇥ 1000 pixels. The patch size is set to be
50 ⇥ 50, and we have 45 overlapping pixels associated with
both horizontal and vertical dimensions, resulting overall in
roughly 17381 patches.

Fig. 5 (a) and (b) shows the separation results after the
first stage of the calculation. The re-synthesized mixed X-ray
– obtained by adding the individual ones in Fig 5(a) and (b)
– together with the error map – obtained by subtracting the
re-synthesized mixed-X-ray image from the original mixed
X-ray – are shown in Fig. 5 (c) and (d). After dividing the
detailed information in Fig. 5 (d) into x1 and x2, the final
separation results after the second, refinement step are shown
in Fig. 5 (e) and (f). It is clear there are still some remaining
issues with the image separation, particularly around Isabel’s
headdress, but these final images have more of the character
that would be anticipated for X-ray images and are likely to
feel more familiar and therefore be more appealing to end
users.
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Fig. 5. Separation results. (a) Initial separated X-ray image of
the surface painting. (b) Initial separated X-ray image of the
hidden painting. (c) Synthetic mixed X-ray image using (a)
and (b). (d) Error map of the synthetic mixed X-ray image.
(e) Refined separated X-ray image of the surface painting. (f)
Refined separated X-ray image of the hidden painting.

4. CONCLUSION

X-radiography is a useful tool in the technical study of art-
works as, amongst its other benefits, it is capable of provid-
ing insights into hidden compositions and pentimenti. How-
ever, when hidden designs exist under the visible surface the
resulting X-ray images contain features associated with de-
signs (they are ’mixed’) and, as a result, they present difficul-
ties to experts visually interpreting these images. To improve
the utility of these X-ray images, it is desirable to separate
the content into two (hypothetical) images, each pertaining to
only one layer or composition. This paper proposed a novel
self-supervised learning algorithm based on a two-step proce-
dure. In the first step, a connected auto-encoder structure as
well as joint reconstruction loss and exclusion loss are pro-
posed to separate the mixed X-ray image. In the second step,
the error map is evenly allocated into the separated images to
produce more natural separated X-ray images. This proposed
method is demonstrated with the experiments on images from
the painting Doña Isabel de Porcel by Francisco de Goya.
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• Macro X-ray provides volumetric data and the locations of the 
pulses in the energy direction are related to the chemical 
elements present in the painting.

• This potentially allows us to create maps that show the 
distribution of different chemical elements

Images © The National Gallery, London
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Vincent van Gogh, “Sunflowers (NG3863)”, © The National Gallery, London.



Leonardo da Vinci’s “The Virgin of the 
Rocks”

Highlighted is the region of an XRF dataset collected on the painting with an M6 
Bruker JETSTREAM instrument (30 W Rh anode at 50 kV and 600 µA, 60 mm2 Si drift 
detector, and data collected with 350 µm beam and pixel size and 10 ms dwell time).

Leonardo da Vinci, “The Virgin of the Rocks (NG1093),” about 1491/2-9 and 1506-8, oil on poplar, 189.5 x 120 cm, The National 
Gallery, London.
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Copper (Cu) distribution maps

Cu confidence map Cu quantity map
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Zinc (Zn) distribution maps

Zn confidence map Zn quantity map

Cu confidence 
map

Cu quantity 
map
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• Why Computational Imaging?

– It is fun 🙂

– It is inter-disciplinary

– It is the right way to handle ‘big data’: joint sensing, representation, analysis and 
inference

– Models and priors can reduce complexity and lead to better results

– Some computational approaches are transfearable 

Conclusions   



Thank you!
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