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Optimization in Quaternion Dynamic Systems:
Gradient, Hessian, and Learning Algorithms

Dongpo Xu, Yili Xia, Member, IEEE, and Danilo P. Mandic, Fellow, IEEE

Abstract— The optimization of real scalar functions of
quaternion variables, such as the mean square error or array
output power, underpins many practical applications. Solutions
typically require the calculation of the gradient and Hessian.
However, real functions of quaternion variables are essen-
tially nonanalytic, which are prohibitive to the development of
quaternion-valued learning systems. To address this issue, we
propose new definitions of quaternion gradient and Hessian,
based on the novel generalized Hamilton-real (GHR) calculus,
thus making a possible efficient derivation of general optimization
algorithms directly in the quaternion field, rather than using
the isomorphism with the real domain, as is current practice.
In addition, unlike the existing quaternion gradients, the
GHR calculus allows for the product and chain rule, and for a
one-to-one correspondence of the novel quaternion gradient and
Hessian with their real counterparts. Properties of the quaternion
gradient and Hessian relevant to numerical applications are also
introduced, opening a new avenue of research in quaternion
optimization and greatly simplified the derivations of learning
algorithms. The proposed GHR calculus is shown to yield the
same generic algorithm forms as the corresponding real- and
complex-valued algorithms. Advantages of the proposed frame-
work are illuminated over illustrative simulations in quaternion
signal processing and neural networks.

Index Terms— Backpropagation, generalized Hamilton-
real (GHR) calculus, nonlinear adaptive filtering, quaternion
gradient, quaternion least mean square (QLMS), quaternion
optimization, real-time recurrent learning.

I. INTRODUCTION

QUATERNION algebra has recently attracted
a considerable research interest in areas including

color image processing [1], [2], automatic control [3],
aerospace and satellite tracking [4], bearings-only tracking [5],
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body motion tracking [6]–[8], land classification [9], modeling
of wind profile [10], [11], and the processing of polarized
waves [12], [13]. In these areas, quaternions have allowed
for a reduction in the number of parameters and operations
involved compared with vector algebra, and for physically
meaningful representation. Despite the obvious advantages,
reflected in the fact that quaternions have become a standard
in computer graphics [14], the main obstacle for their more
widespread use in dynamic systems has been the nonanalytic
nature of the real-valued cost (objective) functions of
quaternion variables, which naturally arise in optimization
procedures [15]–[17]. Currently used pseudoderivatives do
circumvent this issue for small-scale problems by rewriting a
real cost function J (q) in terms of the four real components
of the quaternion variable, and then taking separately the real
derivatives with respect to these independent real parts. In this
way, J (q) is treated as a real analytic mapping between
R

4 and R. However, since the original framework is
quaternion valued, it is often awkward to reformulate the
problem in the real domain and very tedious to calculate
gradients for the optimization in even moderately complex
quaternion dynamic systems.

To this end, the recent Hamilton-real (HR) calculus [18] has
made it possible to take the formal derivatives of the real J (q)
with respect to the quaternion variable and its involutions.
This approach saves on computational burden and greatly
simplifies gradient expressions, it can also be considered as
a generalization of the complex-real (CR) calculus [19]–[21]
to the quaternion field, as the basis for the HR calculus is the
use of involutions (generalized conjugate) [22]. However, the
traditional product rule does not apply within the HR calculus
because of the noncommutativity of quaternion algebra. To this
end, we introduced the generalized HR (GHR) calculus in
order to equip quaternion analysis with both the product
and chain rules [23], leading to the integral form of the
mean value theorem and Taylor’s theorem. This makes it
possible, for the first time, to directly apply the optimization
techniques and learning algorithms in the quaternion field,
rather than transforming the problem to the real domain. This
also yields concise and elegant algorithm forms and opens new
opportunities in neural and dynamic systems.

We here further extend the concept of GHR calculus to
rigorously define quaternion gradient and Hessian. This
promises similar advantages to those enabled by the
CR calculus in the complex domain [21], [24], [29]—the
complex gradient and Hessian derived by the CR calculus
were instrumental for the developments in complex-domain
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optimization [25] and signal processing [26]–[29]. Next,
the basic relationships between the quaternion gradient and
Hessian and their real counterparts are established by invertible
linear transforms, these are shown to be very convenient for
the derivation of algorithms based on first- and second-order
Taylor series expansion (TSE) in the quaternion field.
We also illuminate that the quadrivariate versus quaternion
relations involve redundancy, since they operate in the
augmented quaternion space H

4N×1, which motivates us
to propose an efficient way to obtain the algorithms that
operate directly in H

N×1. This paper concludes with the
examples of several applications in learning systems enabled
by the GHR framework, such as the quaternion least mean
square (QLMS), nonlinear adaptive filtering, and in neurody-
namic systems (quaternion-valued feedforward and recurrent
neural networks).

II. PRELIMINARIES

A. Quaternion Algebra

In 1843, Sir W. R. Hamilton invented the quaternion algebra,
denoted H in his honor. Quaternions are an associative but not
commutative algebra over R, defined as1

H � {qa + iqb + jqc + kqd | qa, qb, qc, qd ∈ R} (1)

where {1, i, j, k} is a basis of H, and the imaginary
units i, j , and k satisfy i2 = j2 = k2 = i jk = −1, which
implies i j = k = − j i , jk = i = − k j , and ki = j = − ik.
A distinguishing feature is that the multiplication of
two quaternions is noncommutative, for example,
i j �= j i =− k. For any quaternion

q = qa + iqb + jqc + kqd = Sq + Vq (2)

the real (scalar) part is denoted by qa = Sq = R(q), whereas
the vector part (also called pure quaternion) Vq = I(q) =
iqb + jqc + kqd comprises the three imaginary parts. The real
part Sq = qa behaves like a scalar in R, and the vector part
Vq = iqb + jqc +kqd behaves like a vector �v = (qb, qc, qd) in
a 3-D vector space. The conjugate of a quaternion q is
q∗ = qa − iqb − jqc − kqd , while the conjugate of the
product satisfies (pq)∗ = q∗ p∗. The modulus of a quaternion
is defined as |q| = √

qq∗, it is easy to show that |pq| = |p||q|.
The inverse of a quaternion q �= 0 is q−1 = q∗/|q|2, and
an important property of the inverse is (pq)−1 = q−1 p−1.
If |q| = 1, we call q a unit quaternion. If R(q) = 0, then
q∗ = −q and q2 = −|q|2. Thus, a pure unit quaternion is a
square root of −1, such as the imaginary units i, j , and k.

Quaternions can also be written in the polar form
q = |q|(cos θ + q̂ sin θ), where q̂ = Vq/|Vq | is a pure
unit quaternion and θ = arccos(R(q)/|q|) ∈ R is the angle
(or argument) of the quaternion. We shall next introduce the
quaternion rotation and involution operations.

Definition 1 (Quaternion Rotation [30, p. 81]): For any
quaternion q , the transformation

qμ � μqμ−1 (3)

1For advanced reading on quaternions, we refer to [30], and to [31] for
results on matrices of quaternions.

geometrically describes a 3-D rotation of the vector part
of q by an angle 2θ about the vector part of μ, where
μ = |μ|(cos θ + μ̂ sin θ) is any nonzero quaternion.

In particular, if μ in (3) is a pure unit quaternion, then the
quaternion rotation (3) becomes quaternion involution [22],
such as qi , q j , and qk , defined by

qi = −iqi = qa + iqb − jqc − kqd

q j = − jq j = qa − iqb + jqc − kqd

qk = −kqk = qa − iqb − jqc + kqd . (4)

The properties of the quaternion rotation that are important
for this paper (the proof of [32, eqs. 5 and 6]) are

qμ = q
(

μ
|μ|

)
, (pq)μ = pμqμ, pq = q p p = qp(q∗)

∀p, q ∈ H (5)

qμν = (qν)μ, qμ∗ � (q∗)μ =(qμ)∗ � q∗μ ∀ν,μ ∈ H (6)

where μ/|μ| is an unit quaternion, that is, |μ/|μ|| = 1. There-
fore, the quaternion μ in (3)–(6) is not required to be a unit
quaternion, as qμ = q(μ/|μ|). Note that the real representation
in (1) can be easily generalized to a general orthogonal system
{1, iμ, jμ, kμ}, where the following properties hold [23], [30]:

iμiμ = jμ jμ = kμkμ = iμ jμkμ = −1. (7)

B. GHR Calculus

Standard quaternion pseudoderivatives represent
component-wise real derivatives of quaternion univariate
components and are thus a very restrictive tool for the
development of learning algorithms, due to their cumbersome
and tedious computations [10]. A recent, more elegant,
approach that is also applied to cost functions, is the
HR calculus, whereby the HR derivatives are given by [18]

⎛

⎜
⎜
⎜
⎜⎜
⎜
⎜
⎜
⎜⎜
⎝

∂ f

∂q
∂ f

∂qi

∂ f

∂q j

∂ f

∂qk

⎞

⎟
⎟
⎟
⎟⎟
⎟
⎟
⎟
⎟⎟
⎠

= 1

4

⎛

⎜
⎜
⎝

1 −i − j −k
1 −i j k
1 i − j k
1 i j −k

⎞

⎟
⎟
⎠

⎛

⎜
⎜
⎜
⎜⎜
⎜
⎜
⎜
⎜⎜
⎝

∂ f

∂qa
∂ f

∂qb
∂ f

∂qc
∂ f

∂qd

⎞

⎟
⎟
⎟
⎟⎟
⎟
⎟
⎟
⎟⎟
⎠

(8)

and the conjugate HR derivatives (HR∗ derivatives)
⎛

⎜
⎜
⎜
⎜⎜
⎜
⎜
⎜
⎜⎜
⎝

∂ f

∂q∗
∂ f

∂qi∗
∂ f

∂q j∗
∂ f

∂qk∗

⎞

⎟
⎟
⎟
⎟⎟
⎟
⎟
⎟
⎟⎟
⎠

= 1

4

⎛

⎜
⎜
⎝

1 i j k
1 i − j −k
1 −i j −k
1 −i − j k

⎞

⎟
⎟
⎠

⎛

⎜
⎜
⎜
⎜⎜
⎜
⎜
⎜
⎜⎜
⎝

∂ f

∂qa
∂ f

∂qb
∂ f

∂qc
∂ f

∂qd

⎞

⎟
⎟
⎟
⎟⎟
⎟
⎟
⎟
⎟⎟
⎠

. (9)

Remark 2: It is important to note that the traditional product
and chain rules are not valid for the HR calculus. For example,
f (q) = |q|2, then from (8) (∂|q|2/∂q) = (1/2)q∗, but
(∂|q|2/∂q) �= q(∂q∗/∂q) + (∂q/∂q)q∗ = −(1/2)q + q∗.
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This difficulty has been solved within the framework of the
GHR calculus, which incorporates the novel product and chain
rules (12)–(15), see [23] for more detail.

Definition 3 (GHR Derivatives [23]): Let f : H → H.
Then, the left GHR derivatives of f (q) with respect to
qμ and qμ∗ (μ �= 0, μ ∈ H) are defined as

∂ f

∂qμ
= 1

4

(
∂ f

∂qa
− ∂ f

∂qb
iμ − ∂ f

∂qc
jμ − ∂ f

∂qd
kμ

)
∈ H

∂ f

∂qμ∗ = 1

4

(
∂ f

∂qa
+ ∂ f

∂qb
iμ + ∂ f

∂qc
jμ + ∂ f

∂qd
kμ

)
∈ H (10)

while the right GHR derivatives are defined as

∂r f

∂qμ
= 1

4

(
∂ f

∂qa
− iμ ∂ f

∂qb
− jμ ∂ f

∂qc
− kμ ∂ f

∂qd

)
∈ H

∂r f

∂qμ∗ = 1

4

(
∂ f

∂qa
+ iμ ∂ f

∂qb
+ jμ ∂ f

∂qc
+ kμ ∂ f

∂qd

)
∈ H (11)

where ∂ f /∂qa, ∂ f /∂qb, ∂ f /∂qc, and ∂ f /∂qd ∈ H are the
partial derivatives of f with respect to qa , qb, qc, and qd ,
respectively, and the set {1, iμ, jμ, kμ} is a general orthogonal
basis of H.

Some properties of the left GHR derivatives are [23]

Product rule : ∂( f g)

∂qμ
= f

∂g

∂qμ
+ ∂( f g)

∂qgμ
g (12)

Product rule : ∂( f g)

∂qμ∗ = f
∂g

∂qμ∗ + ∂( f g)

∂qgμ∗ g (13)

Chain rule : ∂ f (g(q))

∂qμ
=

∑

ν∈{1,i, j,k}

∂ f

∂gν

∂gν

∂qμ
(14)

Chain rule : ∂ f (g(q))

∂qμ∗ =
∑

ν∈{1,i, j,k}

∂ f

∂gν∗
∂gν∗

∂qμ∗ (15)

Rotation rule :
(

∂ f

∂qμ

)ν

= ∂ f ν

∂qνμ
,

(
∂ f

∂qμ∗

)ν

= ∂ f ν

∂qνμ∗

(16)

Conjugate rule :
(

∂ f

∂qμ

)∗
= ∂r f ∗

∂qμ∗ ,

(
∂ f

∂qμ∗

)∗
= ∂r f ∗

∂qμ
(17)

if f is real

(
∂ f

∂qμ

)∗
= ∂ f

∂qμ∗ ,

(
∂ f

∂qμ∗

)∗
= ∂ f

∂qμ
.

(18)

Example 4: Find the GHR derivatives of the functions

f (q) = ωqν + λ, g(z) = ωq∗ν + λ

where ω, ν, and λ ∈ H are the quaternion constants.
Solution: Using product rule (12) and setting μ = 1,

we have

∂ f (q)

∂q
= ∂(ωqν)

∂q
= ωq

∂ν

∂q
+ ∂(ωq)

∂qν
ν = ω

∂q

∂qν
ν = ωR(ν).

In a similar manner, it follows that:
∂ f (q)

∂q∗ = ∂(ωqν)

∂q∗

= ωq
∂ν

∂q∗ + ∂(ωq)

∂qν∗ ν = ω
∂q

∂qν∗ ν = −1

2
ων∗

∂g(q)

∂q
= ∂(ωq∗ν)

∂q

= ωq∗ ∂ν

∂q
+ ∂(ωq∗)

∂qν
ν = ω

∂q∗

∂qν
ν = −1

2
ων∗

∂g(q)

∂q∗ = ∂(ωq∗ν)

∂q∗

= ωq∗ ∂ν

∂q∗ + ∂(ωq∗)
∂qν∗ ν = ω

∂q∗

∂qν∗ ν = ωR(ν).

Remark 5: Observe that for μ ∈ {1, i, j, k}, the
HR derivatives in (8) and (9) are a special case of the right
GHR derivative in (11), the latter being more general, as
the GHR derivatives incorporate the product and chain rules
in (12)–(15). These rules are instrumental for compact and
elegant quaternion optimization.

Remark 6: Due to the noncommutativity of quaternion
products, in general, the left GHR derivatives are different
from the right GHR derivatives. However, they will be
equal if the function f is real valued [23], as is the case
with the most frequently used mean square error (MSE)-
based optimization. In the sequel, we therefore mainly
focus on the left GHR derivatives, because their convenient
properties (12)–(18) are consistent with physical intuition.

C. Quaternion Gradient

The existing quaternion gradient formulations are much
more restricted than the standard real gradient, which has
prevented systematic development of quaternion gradient-
based optimization. Although the quaternion pseudogradient
(real component-wise gradients combined) can be used [10],
the calculation of the pseudogradient is cumbersome and
tedious, making the derivation of optimization algorithms of
quaternion variables very prone to errors. Another type of
quaternion gradient with local analyticity has been proposed
in [17], which allows for derivatives of polynomials and some
elementary functions. However, the products and compositions
of two local analytic functions are generally not local analytic.
An elegant new approach is the HR calculus [18], which
defines the HR gradient with respect to a quaternion vector
variable and its involutions. However, the traditional product
rule is not applicable to the HR gradient. A gradient based
on quaternion involutions, called the Involution-gradient (I-
gradient) [33], provides a generic generalization of the real and
complex least mean square (LMS) algorithms; however, it does
not admit the traditional product rule. The quaternion gradient
proposed in this paper rectifies these issues, as it is based
on the GHR calculus, which incorporates the novel product
and chain rules (12)–(15). For rigor, we consider a
general case of functions f (q) : H

N×1 → H, where
q = (q1, q2, . . . , qN )T ∈ H

N×1.
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Definition 7 (Quaternion Gradient): The two quaternion
gradients of a function f : H

N×1 → H are defined as

∇q f �
(

∂ f

∂q

)T

=
(

∂ f

∂q1
, . . . ,

∂ f

∂qN

)T

∈ H
N×1

∇q∗ f �
(

∂ f

∂q∗

)T

=
(

∂ f

∂q∗
1
, . . . ,

∂ f

∂q∗
N

)T

∈ H
N×1.

Definition 8 (Quaternion Jacobian Matrix): The quater-
nion Jacobian matrices of f :HN×1→H

M×1 are defined as

∂f
∂q

=

⎛

⎜⎜
⎜
⎜
⎜
⎜
⎝

∂ f1

∂q1
. . .

∂ f1

∂qN
...

. . .
...

∂ fM

∂q1
. . .

∂ fM

∂qN

⎞

⎟⎟
⎟
⎟
⎟
⎟
⎠

,
∂f
∂q∗ =

⎛

⎜⎜
⎜
⎜
⎜
⎜
⎝

∂ f1

∂q∗
1

. . .
∂ f1

∂q∗
N

...
. . .

...

∂ fM

∂q∗
1

. . .
∂ fM

∂q∗
N

⎞

⎟⎟
⎟
⎟
⎟
⎟
⎠

.

Note that the convention for two vectors f ∈ H
M×1 and

q ∈ H
N×1, ∂f/∂q is a matrix for which the (m, n)th

element is (∂ fm/∂qn), thus, the dimension of ∂f/∂q
is M × N .

D. Quaternion Hessian

Since a formal derivative of a function f : H → H is
(wherever it exists) again a function from H to H, it makes
sense to take the GHR derivative of a GHR derivative, that is,
a higher order GHR derivative. We next consider second-order
quaternion derivatives of the form

∂2 f

∂qμ∂qν
= ∂

∂qμ

(
∂ f

∂qν

)
,

∂2 f

∂qμ∗∂qν∗ = ∂

∂qμ∗

(
∂ f

∂qν∗

)

∂2 f

∂qμ∂qν∗ = ∂

∂qμ

(
∂ f

∂qν∗

)
,

∂2 f

∂qμ∗∂qν
= ∂

∂qμ∗

(
∂ f

∂qν

)
.

Note that the second-order cross derivatives are in general not
identical [23], that is (∂2 f /∂qμ∂qν) �= (∂2 f /∂qν∂qμ).
However, the second-order GHR derivatives do
commute [15], [23]

∂2 f

∂qμ∂qμ∗ = ∂2 f

∂qμ∗∂qμ
= 1

16

(
∂2 f

∂q2
a

+ ∂2 f

∂q2
b

+ ∂2 f

∂q2
c

+ ∂2 f

∂q2
d

)

.

(19)

For a real valued f : H → R, the conjugate rule for the
second-order GHR derivatives is given by [23]

(
∂2 f

∂qμ∂qν

)∗
= ∂2 f

∂qν∗∂qμ∗ ,

(
∂2 f

∂qμ∗∂qν∗

)∗
= ∂2 f

∂qν∂qμ

(
∂2 f

∂qμ∂qν∗

)∗
= ∂2 f

∂qν∂qμ∗ ,

(
∂2 f

∂qμ∗∂qν

)∗
= ∂2 f

∂qν∗∂qμ
. (20)

Definition 9 (Quaternion Hessian Matrix): Let f :
H

N×1 → H, then the two quaternion Hessian matrices of the

mapping f are defined as

Hqq � ∂

∂q

(
∂ f

∂q

)T

=

⎛

⎜
⎜
⎜
⎜
⎜⎜
⎝

∂2 f

∂q1∂q1
. . .

∂2 f

∂qN ∂q1
...

. . .
...

∂2 f

∂q1∂qN
. . .

∂2 f

∂qN ∂qN

⎞

⎟
⎟
⎟
⎟
⎟⎟
⎠

∈ H
N×N

Hqq∗ � ∂

∂q

(
∂ f

∂q∗

)T

=

⎛

⎜
⎜
⎜
⎜
⎜⎜
⎜
⎝

∂2 f

∂q1∂q∗
1

. . .
∂2 f

∂qN ∂q∗
1

...
. . .

...

∂2 f

∂q1∂q∗
N

. . .
∂2 f

∂qN ∂q∗
N

⎞

⎟
⎟
⎟
⎟
⎟⎟
⎟
⎠

∈ H
N×N .

III. OPTIMIZATION IN THE QUATERNION FIELD

Consider the quaternion dynamic systems described by the
nonlinear ordinary differential equation q̇ = �(q(t)), where
� is the quaternion nonlinearity and q(t) is the state of
quaternion variable. The objective function J is expressed in
terms of the adjustable parameter vector w and the values of
the state at discrete points t − r, r = 0, 1, . . . , N − 1, that is,
J = J [q, w], where q = [q(t), q(t − 1), . . . , q(t − N + 1)]T .
The optimization problems for real functions of quaternion
parameters frequently arise in engineering applications and can
be formulated as

min
w∈HN

J (w)

where J is a real smooth function in N quaternion variables w.
Solutions often require a first- or second-order approximation
of the objective function to generate a new step or a descent
direction. However, the quaternion analyticity conditions given
in [15]–[17] assert that the real-valued function of quaternion
variable is necessarily nonanalytic. A conventional approach
for algorithm derivation is to cast the optimization problem
into the real domain by separating the four real components
of w and then taking the real derivatives. The consequence is
that the computations may become cumbersome and tedious.
The GHR calculus provides an alternative elegant formulation,
which is based on simple rules and principles (12)–(18) and is
a natural generalization of the CR derivatives [21], [24], [29].

For an intuitive link between the real and quaternion
vectors, consider a quaternion vector q = qa + iqb + jqc+
kqd ∈ H

N×1, expressed by its real coordinate vectors
qa, qb, qc, and qd ∈ R

N×1. Following an approach similar
to that in [18], [23], and [24] for the case of scalar
quaternions, we can now define an augmented quaternion
vector h ∈ H

4N×1, as shown in (21). The relationship
between the augmented quaternion vector h ∈ H

4N×1 and its
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dual-quadrivariate real vector r ∈ R
4N×1 is given by [35], [36]

⎛

⎜
⎜
⎝

q
qi

q j

qk

⎞

⎟
⎟
⎠

︸ ︷︷ ︸
h

=

⎛

⎜
⎜
⎝

IN iIN jIN kIN

IN iIN − jIN −kIN

IN −iIN jIN −kIN

IN −iIN − jIN kIN

⎞

⎟
⎟
⎠

︸ ︷︷ ︸
J

⎛

⎜
⎜
⎝

qa

qb

qc

qd

⎞

⎟
⎟
⎠

︸ ︷︷ ︸
r

(21)

where IN is the N × N identity matrix, and J is the 4N × 4N
matrix in (21). Multiplying both sides of (21) by (1/4)JH and
noting that (1/4)JH J = I4N , we have

r = 1

4
JH h ∈ R

4N×1. (22)

From (21), a real scalar function f (q) : H
N×1 → R can be

viewed in three equivalent forms

f (q)⇔ f (qa, qb, qc, qd ) � f (r)⇔ f (q, qi , q j , qk) � f (h).

(23)

Since (22) is a linear transformation and r is a real vector,
it follows that:

∂ f

∂h
= ∂ f

∂r
∂r
∂h

= 1

4

∂ f

∂r
JH ⇔ ∂ f

∂r
= ∂ f

∂h
J, f ∈ R (24)

where (∂ f /∂h) ∈ H
1×4N and (∂ f /∂r) ∈ R

1×4N . Since
f and r are real valued, we have

∇r f �
(

∂ f

∂r

)T

=
(

∂ f

∂r

)H

=
(

∂ f

∂h
J
)H

(from (24))

= JH
(

∂ f

∂h

)H

= JH
(

∂ f

∂h∗

)T

(from (18))

= JH∇h∗ f. (25)

This shows that the real gradient ∇r f ∈ R
4N×1 and the

augmented quaternion gradient ∇h∗ f ∈ H
4N×1 are related by

a simple invertible linear transformation JH .
Remark 10: Based on (21), (23), and (25), we can now

state a necessary and sufficient condition for the existence of
stationary points of a real-valued function f in the form of
the following equivalent relations:
∂ f

∂q
= 0 ⇔ ∂ f

∂q∗ = 0 ⇔ ∂ f

∂r
= 0 ⇔ ∂ f

∂h
= 0 ⇔ ∂ f

∂h∗ = 0.

A. Quaternion Gradient Descent Algorithm

Gradient descent (also known as steepest descent) is a first-
order optimization algorithm, which finds a local minimum
of a function by taking iterative steps proportional to the
negative of the gradient of the function. From (23), a real
scalar function f (q) : H

N×1 → R, can also be viewed as
f (r) : R

4N×1 → R, for which the quadrivariate real gradient
descent update rule is given by [37], [46]

�r = −α∇r f, r ∈ R
4N×1 (26)

where �r denotes a small increment in r and α ∈ R
+ is the

step size. Using (21), (25), and (26), we now obtain

�h = J�r = −αJ∇r f = −αJJH∇h∗ f = −4α∇h∗ f. (27)

From (21), we have h = (qT, qiT, q j T, qkT )T , so that (27)
can be rewritten as

�h =

⎛

⎜
⎜
⎝

�q
�qi

�q j

�qk

⎞

⎟
⎟
⎠ = −4α

⎛

⎜
⎜
⎝

∇q∗ f
∇qi∗ f
∇q j∗ f
∇qk∗ f

⎞

⎟
⎟
⎠. (28)

This gives the quaternion gradient descent update rule in the
form

�q = −4α∇q∗ f = −4α

(
∂ f

∂q∗

)T

= −4α

(
∂ f

∂q

)H

, f ∈ R

(29)

where α ∈ R
+ is the step size, and the conjugation rule in (18)

was used in the last equality above.
Remark 11: Note from (29) that the quaternion gradient of

a real-valued scalar function f with respect to a quaternion
vector q is equal to ∇q∗ f = (∂ f /∂q∗)T , and not ∇q f . This
result is a generalization of the CR calculus given in [20], and
makes a possible compact derivation of learning algorithms
in H.

B. Quaternion Taylor Series Expansion

Using (19) and (20), it follows that the matrix Hqq∗ is
Hermitian symmetric, so that HH

qq∗ = Hqq∗ . Then, up

to second order, the TSE of the real scalar function
f (q) : H

N×1 → R, when viewed as a real analytic function

f (r) : R
4N×1 → R of the vector r ∈ R

4N×1 from (23),
is given by [37], [46]

f (r + �r) = f (r) + ∂ f

∂r
�r + 1

2
�rT Hrr�r + h.o.t (30)

where Hrr � ∂/∂r(∂ f /∂r)T ∈ R
4N×4N is a real symmetric

Hessian matrix, HT
rr = Hrr, and h.o.t. denotes the higher

order terms. From (21) and (24), the first-order term in the
augmented quaternion space is calculated as

∂ f

∂r
�r = 1

4

∂ f

∂h
JJH�h = ∂ f

∂h
�h. (31)

Noting from (21) that h = (qT, qiT, q j T, qkT )T , we can now
expand the first-order term in (30) as follows:
∂ f

∂r
�r = ∂ f

∂h
�h (from (31))

= ∂ f

∂q
�q + ∂ f

∂qi
�qi + ∂ f

∂q j
�q j + ∂ f

∂qk
�qk (from (21))

= ∂ f

∂q
�q +

(
∂ f

∂q
�q

)i

+
(

∂ f

∂q
�q

) j

+
(

∂ f

∂q
�q

)k

= 4R

{
∂ f

∂q
�q

}
(from (22)). (32)
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Consider now the 4N × 4N augmented quaternion Hessian
matrix

Hhh∗ � ∂

∂h

(
∂ f

∂h∗

)T

=

⎛

⎜
⎜
⎜
⎝

Hqq∗ Hqi q∗ Hq j q∗ Hqkq∗
Hqqi∗ Hqi qi∗ Hq j qi∗ Hqkqi∗
Hqq j∗ Hqi q j∗ Hq j q j∗ Hqkq j∗
Hqqk∗ Hqi qk∗ Hq j qk∗ Hqkqk∗

⎞

⎟
⎟
⎟
⎠

. (33)

Its equivalence with Hrr ∈ R
4N×4N can be established as

Hrr = ∂

∂r

(
∂ f

∂r

)T

= ∂

∂r

(
∂ f

∂r

)H

(since f is real-valued)

= ∂

∂r

(
∂ f

∂h
J
)H

(from (24))

= ∂

∂r

{

JH
(

∂ f

∂h

)H
}

= ∂

∂h

{

JH
(

∂ f

∂h

)H
}

J (from (24))

= JH ∂

∂h

(
∂ f

∂h∗

)T

J (from (18))

= JH Hhh∗J. (34)

Note that the Hermitian operator in (34) cannot be replaced
with the transpose operator, because for quaternion matrices
(AB)T �= BT AT . Recalling that the Hessian Hrr is a real sym-
metric matrix, it is evident from (34) that Hhh∗ is Hermitian,
that is, HH

hh∗ = Hhh∗ . Subsequently, for the second-order term
in (30), we have

1

2
�rT Hrr�r = 1

2
�rH Hrr�r (since r is real-valued)

= 1

2
�rH JH Hhh∗J�r (from (34))

= 1

2
�hH Hhh∗�h (from (21)). (35)

From (21) and (35), the second-order term in (30) can now
be expanded as

1

2
�rT Hrr�r = 1

2
�hH Hhh∗�h

= 1

2

∑

μ,ν∈{1,i, j,k}
(�qν)H Hqμqν∗�qμ (from (33))

= 2
∑

μ∈{1,i, j,k}
R(�qH Hqμq∗�qμ) (from (22)). (36)

Using (23), (30), (31), and (35), the TSE in H
4N (augmented

TSE) up to the second-order term can be expressed as

f (h+�h) = f (h) + ∂ f

∂h
�h + 1

2
�hH Hhh∗�h + h.o.t. (37)

Finally, a combination of the expansions in (32) and (36)
yields the TSE expressed directly in H

N, given by

f (q+�q) = f (q)+4R

(
∂ f

∂q
�q

)

+ 2
∑

μ∈{1,i, j,k}
R

(
�qH Hqμq∗�qμ

) + h.o.t. (38)

Also, from (34) and noting that (1/4)JJH = I4N , we have

Hhh∗ − λI4N = 1

16
J (Hrr − 4λI4N ) JH . (39)

Remark 12: Since the real scalar function f is nonanalytic,
the TSE in (37) and (38) is always augmented, due to the
presence of the terms �qμ, μ ∈ {i, j, k}. This is in contrast
to the complex TSE for analytic functions.

Remark 13: Equation (39) illustrates that the eigenvalues
of the quadrivariate real Hessian Hrr are quadruple of those
for the augmented quaternion Hessian Hhh∗ . An important
consequence is that the augmented quaternion Hessian Hhh∗
and the quadrivariate real Hessian Hrr have the same positive
definiteness properties and condition number. This result is
important in numerical applications using the Hessian such as
quaternion Newton minimization.

C. Quaternion Newton Method

The Newton method is a second-order optimization method,
which makes use of the Hessian matrix. This method
often has better convergence properties than the gradient
descent method, but it can be very expensive to calculate
and store the Hessian matrix. For a real scalar cost
function f (q) : H

N×1 → R, which from (23) can be viewed
as f (r) : R

4N×1 → R, the Newton iteration step �r for
the minimization of the function f (r) with respect to its real
parameters r = (qT

a, qT
b, qT

c , qT
d )T is described by [37], [46]

Hrr�r = −∇r f, r ∈ R
4N×1 (40)

where ∇r f is the real gradient defined by (25).
From (21), (25), (34), and (40), it then follows that:
JH Hhh∗�h = JH Hhh∗J�r = Hrr�r = −∇r f =−JH∇h∗ f.

(41)

Upon multiplying both sides of (41) by (1/4)J and noting that
(1/4)JJH = I4N , we obtain

Hhh∗�h = −∇h∗ f (42)

where Hhh∗ is the augmented quaternion Hessian defined
by (33). Since h = (qT, qiT, q j T, qkT)T, we can
expand (42) as

Hhh∗�h = Hhh∗

⎛

⎜⎜
⎝

�q
�qi

�q j

�qk

⎞

⎟⎟
⎠ = −

⎛

⎜⎜
⎝

∇q∗ f
∇qi∗ f
∇q j∗ f
∇qk∗ f

⎞

⎟⎟
⎠. (43)

If Hhh∗ [equivalently, Hrr in (39)] is positive definite, then
using the Banachiewicz inversion formula for the inverse of
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a nonsingular partitioned matrix [39], yields

�h =
( −H−1

qq∗ − LT−1U LT−1

T−1U −T−1

)
⎛

⎜
⎜
⎝

∇q∗ f
∇qi∗ f
∇q j∗ f
∇qk∗ f

⎞

⎟
⎟
⎠ (44)

where T = (
Hhh∗/Hqq∗

)
is the Schur complement [39] of

Hqq∗ in Hhh∗ , and

L = H−1
qq∗

⎛

⎝
Hqqi∗
Hqq j∗
Hqqk∗

⎞

⎠

H

, U =
⎛

⎝
Hqqi∗
Hqq j∗
Hqqk∗

⎞

⎠ H−1
qq∗ . (45)

The invertibility of the Schur complement T follows from the
positive definiteness of Hhh∗ , so that the quaternion Newton
update rule is given by:

�q = −H−1
qq∗∇q∗ f + LT−1

⎛

⎜
⎜
⎜⎜
⎝

−Hqqi∗H−1
qq∗∇q∗ f + ∇qi∗ f

−Hqq j∗H−1
qq∗∇q∗ f + ∇q j∗ f

−Hqqk∗H−1
qq∗∇q∗ f + ∇qk∗ f

⎞

⎟
⎟
⎟⎟
⎠

.

(46)

A substantial simplification can be introduced by avoiding
the computation of the inverse of the Schur complement T,
so that the quaternion Newton method (QNM) in (46) may be
approximated as

�q ≈ −H−1
qq∗∇q∗ f. (47)

Remark 14: Note that the QNM (46) and approximated
QNM (47) directly operate in H

N×1, thus removing the redun-
dancy present in (44). For the interested reader, we leave an
estimation problem of the upper bound of the approximation
error between (46) and (47).

IV. APPLICATION EXAMPLES

The above introduced quaternion gradient and Hessian are
essential for numerical solutions in quaternion-valued parame-
ter estimation problems, and in quaternion learning systems.

A. Quaternion Least Mean Square

We can now derive the QLMS algorithm [10], [18], a
workhorse of adaptive estimation, in an elegant and compact
way using the GHR calculus. For convenience, the rather
tedious standard QLMS derivation applied component wise
is given in Appendix I. Within the QLMS, the cost function
to be minimized is a real-valued function of quaternion-valued
error

J (n) = |e(n)|2 = e∗(n)e(n) (48)

where the error e(n) = d(n)− y(n), d(n) is the desired signal,
y(n) = wT (n)x(n) is the filter output, w(n) ∈ H

N×1 is the
vector of filter coefficients, x(n) ∈ H

N×1 is the input vector,
and N is the filter length.

From (29), the weight update of QLMS is given by

w(n + 1) − w(n) = −α∇w∗ J (n) = −α

(
∂ J (n)

∂w(n)

)H

(49)

where α > 0 is the step size and the negative gradient
−∇w∗ J (n) defines the direction of gradient descent in (29).
To find ∇w∗ J , we use the product rule (12)

∂ J

∂w
= e∗ ∂e

∂w
+ ∂e∗

∂we
e (50)

where time index n is omitted for convenience. The above
two partial derivatives now become

∂e

∂w
= ∂(d − wT x)

∂w
= −∂(wT x)

∂w
= −R(xT )

∂e∗

∂we e = ∂(d∗ − xH w∗)
∂we e = −∂(xH w∗)

∂we e = 1

2
xH e∗ (51)

where the results ∂(wT x)/∂w and ∂(xH w∗)/(∂we)e can be
seen as a vector version of the GHR derivatives in Example 4.
Substituting (51) into (50) now yields

∂ J

∂w
= −e∗R(xT ) + 1

2
xH e∗ = −1

2
xT e∗. (52)

Finally, the update of the adaptive weight vector of QLMS
becomes

w(n + 1) = w(n) + α e(n)x∗(n) (53)

where the constant 1/2 in (52) is absorbed into the step size α.
Remark 15: From (53) and (92), we can see that the

QLMS derived using the GHR calculus is exactly the same
as that using the pseudogradient. However, the derivation of
component-wise gradient in Appendix I is too cumbersome
and tedious. The expressions in (53) and (92) also provide a
theoretical support for the gradient descent method in (29).

Remark 16: Note that if we start from e(n) = d(n) −
wH (n)x(n), the final update rule of QLMS would become
w(n +1) = w(n)+α x(n)e∗(n). The QLMS algorithm in (53)
is therefore a generic generalization of complex LMS [40] to
the quaternion field.

Remark 17: The QLMS algorithm in (53) is different from
the original QLMS [10] based on component-wise gradi-
ents, the HR-QLMS [18] based on the HR gradient, and the
Involution-QLMS (I-QLMS) [33] based on the I-gradient.
The difference from the original QLMS arises due to the
rigorous use of the noncommutativity of quaternion product
in (90) and (91). The difference from the HR-QLMS and I-
QLMS is due to the rigorous use of the novel product rule in
(50).

B. Quaternion Nonlinear Adaptive Filtering

We now derive the quaternion nonlinear gradient
descent (QNGD) algorithm given in [27] according to
the rules of GHR calculus. The same real-valued quadratic
cost function as in LMS and CLMS is used, that is

J (n) = |e(n)|2 (54)

where e(n) = d(n) − y(n) is the error between the desired
signal d(n) and the filter output y(n) = �(s(n)), where

s(n) = wT (n)x(n), � is the quaternion nonlinearity defined
in Appendix II, w(n) ∈ H

N×1 forms filter coefficients, and
x(n) ∈ H

N×1 defines the input vector.
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From (29), the weight update is given by

w(n + 1) −w(n) = −α∇w∗ J (n) = −α

(
∂ J (n)

∂w∗(n)

)T

(55)

where α > 0 is the step size. To find ∇w∗ J , we use the chain
rule (15)

∂ J

∂w∗ =
∑

μ∈{1,i, j,k}

∂|e|2
∂eμ∗

∂eμ∗

∂w∗ (56)

where time index n is omitted for convenience. Using the
product rule (13), the derivative of |e|2 can be calculated as

∂|e|2
∂eμ∗ = ∂(e∗e)

∂eμ∗ = e∗ ∂e

∂eμ∗ + ∂e∗

∂eeμ∗ e = 1

2
eμ. (57)

Next, we need to calculate the following derivative:
∂eμ∗

∂w∗ = ∂(d − y)μ∗

∂w∗ = −∂yμ∗

∂w∗ = −∂�μ∗(s)
∂w∗ . (58)

By the chain rule in (15), we have

∂�μ∗(s)
∂w∗ =

∑

ν∈{1,i, j,k}

∂�μ∗(s)
∂sν∗

∂sν∗

∂w∗ (59)

where the derivatives of sν∗ employ the term ∂(ωq∗)/∂q∗
in Example 4, to give

∂s∗

∂w∗ = ∂(xH w∗)
∂w∗ = xH . (60)

Next, using the rotation rule (16) and the term
(∂(ωq∗)/∂qμ∗)μ in Example 4, we have

∂sν∗

∂w∗ =
(

∂s∗

∂wν∗

)ν

= −ν
∂(xH w∗)

∂wν∗ ν

= −νxHR(ν) = 0 ∀ν ∈ {i, j, k}. (61)

Substituting (60) and (61) into (59), then yields

∂�μ∗(s)
∂w∗ = ∂�μ∗(s)

∂s∗ xH ∀μ ∈ {1, i, j, k}. (62)

By combining (57), (58), and (62) with (56), we finally obtain

∂ J

∂w∗ = −1

2

∑

μ∈{1,i, j,k}
eμ ∂�μ∗(s)

∂s∗ xH . (63)

This gives the update of the adaptive weight vector of QNGD
algorithm in the form

w(n + 1) = w(n) + α
∑

μ∈{1,i, j,k}
eμ(n)

∂�μ∗(s(n))

∂s∗(n)
x∗(n) (64)

where the constant 1/2 in (63) is absorbed into the step size α.
Remark 18: For a linear function �(q) = q , the QNGD

algorithm will degenerate into the QLMS in Section IV-A.
This shows that, as desired, the QLMS algorithm is a special
case of the QNGD algorithm. In addition, using the
GHR calculus for the QNGD algorithm, the nonlinear function
� is not required to satisfy the odd-symmetry condition
�∗(q) = �(q∗), which is required in [27] and [28].

C. Quaternion Feedforward Neural Networks

For convenience, we shall consider a single hidden layer
quaternion feedforward neural network. The forward equations
for signal passing through the network are given by

y = Vx + a, h = �(y), g = Wh + b (65)

where � denotes the quaternion nonlinearity defined
in Appendix II, x is the input signal, h, g are, respectively,
the output at hidden and output layers, V and W the weight
matrices associated with hidden and output layer neurons, and
a and b the biases at the hidden and output layer neurons. The
network error produced at the output layer is defined by

e = d − g (66)

where d denotes the desired output vector. Then, the gradient
descent algorithm minimizes a real-valued loss function

J = ‖e‖2 = eH e. (67)

From (29), the GHR quaternion gradient of the error function
is given by

∇q∗ J =
(

∂ J

∂q∗

)T

=
(

∂ J

∂q

)H

. (68)

Using the chain rule (14) and rotation rule (16), we have

∂ J

∂q
=

∑

μ∈{1,i, j,k}

∂‖e‖2

∂eμ

∂eμ

∂q
= −

∑

μ∈{1,i, j,k}

∂‖e‖2

∂eμ
(Jqμ)μ (69)

where Jqμ � (∂g/∂qμ) is the Jacobian matrix of g, and the

derivative of ‖e‖2 is a vector version of the term ∂|e|2/∂eμ

in (57), given by

∂‖e‖2

∂eμ
= 1

2
(eμ)H . (70)

Substituting (69) and (70) into (68), we arrive at

∇q∗ J = −1

2

∑

μ∈{1,i, j,k}

(
JH

qμe
)μ

. (71)

Now, we shall derive the quaternion backpropagation (QBP)
algorithm for the QVNN in an explicit form as

Jbμ = δμ1 I, Jyμ = ∂g
∂yμ

= W
∂h
∂yμ

(72)

where I is the identity matrix and δμν is the Kronecker delta

δμν =
{

1, μ = ν

0, μ �= ν.
(73)

We note from (65) that Jaμ = Jyμ . Thus, the update rules for
the bias at hidden and output layers are

�a = α
∑

μ∈{1,i, j,k}

(
JH

aμe
)μ

, �b = αe (74)

where α > 0 is the learning rate. Using the chain rule (15),
the update rules for hidden and output layer weight matrices
become

�V = �a xH , �W = �b hH . (75)
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Remark 19: A comparison of the weight update
structure of the QBP (74), (75) with the complex
backpropagation (CBP) [41], [42] shows that the QBP
is not a simple extension of the CBP. The extra terms in
the QBP weight update are needed to capture the additional
statistical information that exists in the quaternion field.

D. Quaternion Recurrent Neural Networks

We next consider a three-layer quaternion recurrent neural
network (QRNN) [43] with a concatenated input-feedback
layer, a processing layer of computation nodes, and an output
layer. Let h(n) and g(n) denote the output of processing
and output layers at time index n, and x(n) denotes the
external input vector. The following equations fully describe
the QRNN:

y(n) = U h(n − 1) + Vx(n) + a

h(n) = �(y(n)), g(n) = Wh(n) + b (76)

where � denotes the quaternion nonlinearity defined
in Appendix II, U is the internal weight matrix, V and W
are the input and output weight matrices, and a and b are the
biases of the processing and output layers. The network error
produced at the processing layer is defined by

e(n) = d(n) − g(n) (77)

where d(n) denotes the desired output. The objective of the
network training is to minimize a real-valued loss function

J (n) = ‖e(n)‖2 = eH (n)e(n). (78)

From (71), the quaternion gradient of the error function is
given by

∇q∗ J (n) =
(

∂ J (n)

∂q

)H

= −1

2

∑

μ∈{1,i, j,k}

(
JH

qμ(n)e(n)
)μ (79)

where Jqμ(n) � (∂g(n)/∂qμ) is the Jacobian matrix
of g(n). We now derive the quaternion real-time recurrent
learning (QRTRL) algorithm for the QRNN in an explicit
form as

Jbμ(n) = δμ1I, Jaμ(n) = W
∂h(n)

∂aμ
(80)

where δμ1 is the Kronecker delta and I is the identity matrix.
Using the chain rule (14) and rotation rule (16), we have

∂h(n)

∂a
=

∑

μ∈{1,i, j,k}

∂h(n)

∂yμ(n)

∂yμ(n)

∂a

=
∑

μ∈{1,i, j,k}

∂h(n)

∂yμ(n)

(
∂y(n)

∂aμ

)μ

=
∑

μ∈{1,i, j,k}
�yμ(n)

(
δμ1I + U

∂h(n − 1)

∂aμ

)μ

(81)

where the Jacobian �yμ(n) = (∂h(n)/∂yμ(n)) is a diag-
onal matrix consisting of the derivatives of the activation
function �. Note that, (81) is a recursive relation about
∂h(n)/∂aμ with the initial condition ∂h(n)/∂aμ = 0

for n ≤ 0. Then, update rules for the bias at processing and
output layers are

�a(n) = α
∑

μ∈{1,i, j,k}

(
JH

aμ(n)e(n)
)μ

, �b(n) = α e(n) (82)

where α > 0 is the learning rate. Similar to (75), the update
rules for processing layer weights can be written as

�W(n) = �b(n)hH (n)

�U(n) = �a(n)hH (n − 1)

�V(n) = �a(n)xH (n). (83)

Remark 20: The QRTRL in (81) is a generalization of
CRTRL [44] to the quaternion case. The QRTRL does not
impose restrictions on the type of activation function and
all computations are directly performed in the quaternion
field. The derivation can be straightforwardly extended to
more complicated multilayered recurrent networks, such as the
Jordan network.

V. SIMULATIONS

To verify the suitability of the proposed quaternion gradient
calculation for quaternion dynamic systems enabled by the
novel GHR calculus, numerical simulations were conducted
in the MATLAB programming environment.

We first considered a performance comparison in the context
of system identification of the QLMS derived by the proposed
GHR calculus, the original QLMS, and the HR calculus-
based QLMS [10], [18], as well as with two nonquaternion
algorithms, the four-channel univariate LMS, and a pair of
bivariate complex LMS. Note that both the channel-wise LMS
and bivariate complex LMS adaptive filtering algorithms were
suboptimal, but had reduced complexity as they dealt with
quaternions as four/two independent real/complex quantities.
The system coefficient vector wo to be estimated was
composed of uniformly distributed unit quaternions with
length N = 4, given by

wo =

⎡

⎢
⎢
⎣

0.2806 + ı0.8315 + j0.4769 + κ0.0502
0.3914 + ı0.3184 + j0.8526 + κ0.1359
0.0469 + ı0.7521 + j0.4195 + κ0.5061
0.8895 + ı0.0627 + j0.1234 + κ0.4355

⎤

⎥
⎥
⎦

while the system input vector x was generated using the
quaternion-valued normal distribution. The desired signal d(n)
at time instant n was created by d(n) = wT

o x(n) + r(n),
where r(n) is the system noise, generated by quaternion-
valued white Gaussian distribution and for which the variance
was calculated so as to give the SNR at 40 dB. The
step-size α was set to α = 0.005 for all adaptive filtering algo-
rithms considered. Fig. 1 shows the learning curves, measured
in terms of the MSE averaged over 1000 trials. As expected,
the nonquaternion adaptive filtering algorithms did not achieve
acceptable performance due to the loss of mutual informa-
tion among channels, and we also observed that among all
QLMS versions in H the QLMS derived by the proposed
GHR calculus, that is (53), exhibits both fastest conver-
gence and smallest MSEs in the steady state, indicating that
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Fig. 1. Evolution of the MSE E(n) in decibel for the original QLMS, the
HR calculus-based QLMS, and the proposed GHR calculus-based QLMS as
well as their nonquaternion counterparts, four-channel univariate LMS and
bivariate CLMS, averaged over 1000 trials. (a) MSE evolution process of
all the considered algorithms. (b) Zoomed-in view in of the steady-state
performance, elliptic region of Fig. 1(a).

the proposed GHR calculus enables more accurate gradient
calculation as compared with the HR calculus.

We next performed a comprehensive comparison of the
performances of a nonlinear finite-impulse response (FIR)
filter trained by the proposed GHR calculus-based QNGD
learning algorithm (64) and the original QNGD [27] in a
one step-ahead signal prediction setting. The split-quaternion
tanh function [27] was employed as the activation function, as
defined in Appendix II and given in the following:

�(q) = tanh(qa) + i tanh(qb)+ j tanh(qc)+k tanh(qd) (84)

where q = qa + iqb + jqc + kqd ∈ H. The signal considered
was the chaotic Lorenz signal, governed by the following
coupled ordinary differential equations [45]:

∂x

∂ t
= α(y − x),

∂y

∂ t
= x(ρ − z) − y,

∂z

∂ t
= xy − βz

where α = 10, ρ = 28, and β = 8/3. The Lorenz attractor
was modeled as a 3-D pure quaternion by mapping the

Fig. 2. Performance of QNGD versions on a one step-ahead prediction of
the 3-D chaotic Lorenz attractor, against different step sizes and filter lengths.

three system states (x , y, and z) as q = ı x + j y + κz.
The coupled differential equations were recursively solved
using the MATLAB function ode45, with the initial condition
x(0) = 5, y(0) = 5, and z(0) = 20. To train the nonlinear
FIR filter as a one step-ahead predictor, at time instant n,
q(n) = [q(n), q(n − 1), . . . , q(n − N + 1)]T served as the
input vector, and the difference between the output y(k) and
the desired signal q(k + 1) was used for the weight update
in (64). The performance was measured using the prediction
gain Rp defined as [46]

Rp = 10log10

σ̂ 2
q

σ̂ 2
e

(85)

where σ̂ 2
q and σ̂ 2

e denote the estimated variances of the input
and the prediction error. The length of the data sequence was
set to 4000, and the last 500 samples were used to evaluate
the prediction gain Rp . Fig. 2 shows the performance in
terms of the prediction gains of both algorithms considered
against different filter lengths N and step-sizes α. In all cases,
the proposed GHR calculus provided a better prediction as
compared with the original QNGD.

The usefulness of the QRNN trained by the QRTRL algo-
rithm, which is enabled by the proposed GHR calculus,
was investigated based on a real-world 3-D nonstationary
body motion tracking experiment. The 3-D motion data were
recorded using the XSense MTx 3-DOF orientation tracker,
placed on the left and right hands, left and right arms, and
the waist of an athlete performing Tai Chi movements. The
movement of the left arm was used as a pure quaternion input
for this one step-ahead prediction experiment. The architecture
of the QRNN consisted of 10 neurons with the tap input length
N = 5; in this way, to predict the motion at time instant n+1,
that is, x(n + 1), x(n) = [x(n), x(n − 1), . . . , x(n − N + 1)]T

served as the input vector of the QRNN, as shown in (76).
For comparison, the quaternion nonlinear FIR filtered with
filter length N = 5 trained by the proposed GNGD algorithm
was also used in this experiment, as it can be regarded as a
simplified QRNN with a single input layer and an identity
output matrix W, as shown in (76). Fig. 3 shows that along
all the three dimensions, the QRNN was able to track the
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Fig. 3. Tracking capabilities of a nonlinear FIR filter trained by the QNGD algorithm and a QRNN trained by the QRTRL algorithm on a one step-ahead
prediction of the 3-D left arm motion of an athlete performing Tai Chi movements. The two learning algorithms are enabled by the proposed GHR calculus.
(a) ı-component. (b) j -component. (c) κ-component.

Fig. 4. MSE performance, evaluated over all the three dimensions, of the
proposed QNGD and QRTRL algorithms for quaternion neural networks, for
the real-world 3-D body motion tracking experiment.

left arm motion of the athlete more quickly and more accu-
rately than the nonlinear FIR filter, which is further supported
by the evolution of the MSE, as shown in Fig. 4.

VI. CONCLUSION

A new formulation for the quaternion gradient and
Hessian of smooth real functions of quaternion variables
has been proposed based on the novel GHR calculus.
The QLMS, nonlinear adaptive filtering, backpropagation,
and real-time recurrent learning algorithms have been
derived in this way and shown to perform all computations
directly in the quaternion field, without the need to
increase the problem dimensionality. The GHR calculus
thus resolves the long standing problems of quaternion
analyticity, product, and chain rule, and greatly simplifies
the derivation of first- and second-order iterative
optimization procedures. The proposed framework has been
shown to serve as a basis for generic extensions of
real- and complex-valued optimization solutions. Illustrative
simulations verify the faster convergence and better
steady-state performance of the proposed algorithms over

their counterparts enabled by the original HR calculus, as
well as nonquaternion algorithms.

APPENDIX I
QLMS DERIVATION USING COMPONENT-WISE

PSEUDOGRADIENT

From Definitions 3 and 7, the weight update of QLMS can
be written component wise as

w(n + 1) − w(n) = −α∇w∗ J (n) = −1

4
α(∇wa J (n)

+ ∇wb J (n)i + ∇wc J (n) j + ∇wd J (n)k)

(86)

where α > 0 is the step size and the negative gradient
−∇w∗ J (n) defines the direction of gradient descent in (29).
Using the traditional product rule, the subgradients in (86) are
calculated as

∇wa J (n) = e∗(n)(∇wa e(n)) + (∇wa e∗(n))e(n)

∇wb J (n) = e∗(n)(∇wb e(n)) + (∇wbe∗(n))e(n)

∇wa J (n) = e∗(n)(∇wc e(n)) + (∇wc e∗(n))e(n)

∇wd J (n) = e∗(n)(∇wd e(n)) + (∇wd e∗(n))e(n). (87)

The traditional product rule is valid here owing to the real
valued nature of wa, wb, wc, and wd . We can now calculate
the following subgradient:
∇wa e(n)

= −∇wa (w
T (n)x(n))

= −∇wa

((
wT

a (n) + wT
b (n)i + wT

c (n) j + wT
d (n)k

)
x(n)

)

= −∇wa

(
wT

a (n)x(n)
) = −x(n). (88)

Similarly, the other terms in (87) can be obtained: ∇wb e(n) =
−ix(n), ∇wc e(n) = − jx(n), and ∇wd e(n) = −kx(n).
Following on (88), the subgradients of e∗(n) in (87) can be
expressed as:
∇wa e∗(n)

= −∇wa (x
H (n)w∗(n))

= −∇wa (x
H (n)(wa(n) − wb(n)i − wc(n) j − wd(n)k))

= −∇wa (x
H (n)wa(n)) = −x∗(n). (89)
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In a similar manner, we have ∇wb e∗(n) = x∗(n)i ,
∇wc e∗(n) = x∗(n) j and ∇wd e∗(n) = x∗(n)k. Upon
substituting (88) and (89) to (87), we arrive at

∇wa J (n) = −e∗(n)x(n) − x∗(n)e(n)

∇wb J (n) = −e∗(n)ix(n) + x∗(n)ie(n)

∇wc J (n) = −e∗(n) jx(n) + x∗(n) je(n)

∇wd J (n) = −e∗(n)kx(n) + x∗(n)ke(n). (90)

Substituting (90) to (86) yields

∇w∗ J (n) = −1

4
e∗(n)(x(n) + ix(n)i + jx(n) j + kx(n)k)

−1

4
x∗(n) (e(n) − ie(n)i − je(n) j − ke(n)k)

= 1

2
e∗(n)x∗(n) − x∗(n)R(e(n))

=
(

1

2
e∗(n) − R(e(n))

)
x∗(n)

= −1

2
e(n)x∗(n). (91)

Finally, we obtain the expression of the QLMS in the form

w(n + 1) = w(n) + α e(n)x∗(n) (92)

where the constant 1/2 in (91) is absorbed into the step
size α.

APPENDIX II
DEFINITION OF QUATERNION NONLINEAR FUNCTIONS

One of the widely used quaternion nonlinear functions is
the following split-quaternion function:

�(q) = fa(qa) + i fb(qb) + j fc(qc) + k fd(qd)

where q = qa + iqb + jqc +kqd is the quaternion variable and
fa, fb, fc, fd : R → R are the real-valued nonlinear differ-
entiable functions, such as the hyperbolic tangent functions.
Then, the GHR derivatives of the split-quaternion functions
are given by

∂�(q)

∂q
= 1

4

(
∂�(q)

∂qa
− ∂�(q)

∂qb
i − ∂�(q)

∂qc
j − ∂�(q)

∂qd
k

)

= 1

4

(
f ′
a(qa) + f ′

b(qb) + f ′
c(qc) + f ′

d (qd)
)

∂�(q)

∂q∗ = 1

4

(
∂�(q)

∂qa
+ ∂�(q)

∂qb
i + ∂�(q)

∂qc
j + ∂�(q)

∂qd
k

)

= 1

4

(
f ′
a(qa) − f ′

b(qb) − f ′
c(qc) − f ′

d (qd)
)
.

A special case is when fa(x) = fb(x) = fc(x) =
fd (x) = tanh(x). Then, the GHR derivatives of such a function
become
∂�(q)

∂q
= 1

4

(
f ′
a(qa) + f ′

b(qb) + f ′
c(qc) + f ′

d(qd)
)

= 1

4
(4 − tanh2(qa) − tanh2(qb) − tanh2(qc) − tanh2(qd))

∂�(q)

∂q∗ = 1

4

(
f ′
a(qa) − f ′

b(qb) − f ′
c(qc) − f ′

d(qd)
)

= 1

4
(tanh2(qb) + tanh2(qc) + tanh2(qd) − tanh2(qa) − 2).

This shows that the GHR derivatives of split-quaternion
functions are real valued.
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