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Abstract
In this paper, the performance of the network coded amjidifyrard cooperative protocol is studied. The use

of network coding can suppress the bandwidth resource coeiby relay transmission, and hence increase the
spectral efficiency of cooperative diversity. A distribditstrategy of relay selection is applied to the cooperative
scheme, which can reduce system overhead and also facitliat development of the explicit expressions of
information metrics, such as outage probability and ergomhpacity. Both analytical and numerical results

demonstrate that the proposed protocol can achieve lagpaliercapacity and full diversity gain simultaneously.
. INTRODUCTION

Cooperative transmission offers a new dimension to mitigiaé¢ detrimental effects of multi-path fading
by exploiting signals transmitted through direct and rgdayhs [1]—-[3]. However, such relay transmission
consumes extra bandwidth resource, which implies that $keoticooperative diversity typically results in
the loss of system throughput. On the other hand, networkgdths been independently developed in the
context of wired communications and shown with the superapability to increase system throughput
[4], [5]. Hence it is nature to study the combination of netkvooding and cooperative diversity.

Network coded cooperative diversity has been previoualglistl in [6], where traditional network
coding in [4] was applied. The idea of applying physical lagetwork coding [5] to cooperative multiple
access channels (MAC) has been briefly discussed in ourquewvork [7] without analytical results.
The aim of this correspondence is to provide a better uralailgtg for such network coded cooperative
MAC. A distributed strategy of relay selection is first aggalito the proposed transmission protocol, which
not only reduces the system overhead, but also makes theiexplalytical results feasible. Then the
system robustness, in terms of outage probability and sliyegain, is evaluated for the proposed scheme,
which shows its ability to achieve the full diversity gainurthermore, the upper and lower bounds are
developed for the achievable ergodic capacity, which destnates that the proposed scheme can achieve
larger ergodic capacity than existing transmission sclset8ach balanced performance is due to the use
of network coding, where one relay transmission can serveertttan one source node simultaneously.
As a result, the bandwidth resource consumed by relay triasgm is reduced and the spectral efficiency

of cooperative transmission is significantly improved,tigatarly in terms of ergodic capacity.
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[I. PROTOCOL DESCRIPTION ANDDATA MODEL
Consider a communication scenario whéresources transmit data to a common destination with the
help of L relays, which is an important building block for wirelessraunications. Time division duplex
is applied here due to its simplicity, and the spectral efficy of the developed protocol can be further
improved by using more advanced multiple access techniques
At the first time slot, all sources broadcast their messageslmneously. Hence at this time slot, the

destination receivegp; = ZM h..pSm +mn1, Wheres,, is the message transmitted from thwh source,

m=1
n; IS the additive Gaussian noise at the destination /apd is the coefficient for the channel between
the mth source and the destination. In this paper, all wirelesnohbls are assumed to be independent

identical Raleigh fading. At the same time, each relay rexei

M
YR, = Z PmR,$m +ngr,, n€{l,...,L}. 1)

m=1

So after this first transmission, all relays received a m&tf the M transmitted messages. The key idea
of the proposed protocol is to introduce the idea of netwarttimg into cooperative networks, where one
relay transmission can help more than one source simulisheo

Due to the dynamic nature of radio propagation, the conoedaif one relay with the destination and
sources varies, which is critical to the system performaAssume that\/ — 1 relays have been selected
to participate into cooperative, where the details foryedalection will be discussed at the end of this
section. The amplify-forward strategy is used here foryrdgfansmission. During the next/ — 1 time

slots, the selected relays will take their turns to forwdrd iixture to the destination,

Ypa+1) = hrpYr, + i1, 1=1,...,M —1, (2

whereyr, = yr,/01, B = \/fo:l |hmr,|* +1/p and p is denoted as signal-to-noise ratio (SNR). Note
that 3, is defined ash, = 1/ S2M_, |hmp|?. It is assumed that the number of relays is larger thein-1).

So afterM time slots, the observations at the destination can be sspdeas

y = DHs+n,

T T
Wherey = [yDl te yDM] 8 = |:51 ce SM] , D= diag{ﬁ@? thD7 SR h’RMfle}’
th/ﬁo T hMD/ﬂo | [ ni |
higr, /B e hairy /B no + hgr,pnr, /B
H = . _ . , and n= _
| Para o/ Brvi—1 0 hara o/ Brvi—1) |7 + PRy DTRy /B

Note that the matriH is not a regular Gaussian random matrix. Each of its row isnatized, and more

importantly, the use of different relay selection stragsgalso has the impact on the distributionHbf



The sum-rate achieved by the proposed transmission pilotaocobe written as
1
I = 7 log det{I,; + pPDHH”D?C™!} (3)
1 1
~ logp+ i log det{D"DC™!} + i log det{HH"}, 4)

where the high SNR assumption is appli€d= diag{1, 1 + |hgr,p|?/B%, - ,1+ |hr,, .p|*/B3%;_ .}, and
log det{D¥DC'} = il g B2 H % (5)

As discussed previously, the choice of the selected rekysucial to the system performance. With
the assumption of full channel state information (CSl), atdized strategy can be easily developed by
enumerating all possible choices of relays and choosing\the 1 ones which give the largest value of
the sum ratein (3). Although such an optimal strategy shall maximize éngodic sum-rate, it could

cause too much system overhead, which motivates the fallpwdistributed strategy.

A. Distributed Relay Selection Strategy

Instead of the full CSI assumption, it is reasonable to asstivat each relay has the knowledge to its
incoming and outgoing channel information. Such local C&t be obtained by asking th& sources
and the destination to broadcast pilot symbols, which coes()/ + 1) extra time slots. Ideally each
relay should make a decision whether to participate intgoecation only based on its local CSI. And
the key question is how such distributed decisions can miagitihe overall system throughput in (3).

Consider that the expression of the sum-rate can be appatethas (4) at high SNR. The factor
log det{D¥DC~!} plays an important role for the sum-rate, and a good relagctieh strategy should
be able to yield a large value for the following variable

\heo|* 67 \hgo|* 67
lo — e log —————
gH |hR1D|2+ﬁ2 Z |thD|2+ﬁ2

|hr, DI}

Hence the value o{w can be used as the criterion for each relay to make its decwgiether to
be involved in cooperation. In specific, a distributed siggtof relay selection to achieve a large value of
the sum-rate can be easily implemented as the followinggagh relay will calculate its carrier sensing
backoff time inversely proportional to the valg#% which is a function of its local CSI. Then
during theM — 1 time slots following the initial source broadcasting, the— 1 relays with the largest
f% can be selected for relay transmission, which ensures tairobt large value of the
system throughput. In the rest of this paper, the use of sutistabuted relay selection strategy will be

value o

assumed since it can significantly simplify the developnangxplicit analytical results.
1Although the system robustness is not used as the critedonefay selection, the proposed two relay selection si@secan provide

the full diversity gain as shown in the next section.



B. Optimality of the Source Numbér

A nature question for the proposed protocol is how many ssuand relays should be invited for
network coded cooperative transmission. Intuition is ttheg more relays we have, the better quality
relay we can find and hence the better performance we camobtawever, the relationship between the
number of sources and the system performance is not thaghgfaward. On one hand, with more sources
participating, one relay transmission can serve more ssudtie to the use of network coding. On the
other hand, a large number 8f makes it difficult to find a relay which can have good connetiwith
the multiple sources simultaneously. This resembles thealled “channel hardening” effect in MIMO
systems where the increase of transceiver antennas calideréhe obtainable multi-user diversity. To
answer this question, the following conjecture is provided

Conjecture 1. The sum-rate achieved by the proposed transmission piatande maximized where
there are only two sources participating cooperation.

We are yet to find a formal proof of this, although our simwas$ indicate that it is the case. In Fig. 1,
the sum rate is shown as a function of the number of sourcdiipating in cooperation. The number
of relays is fixed ad. = 10 and only M — 1 relays will be opportunistically used. As can be seen from
Fig. 1, the ergodic sum rai&{/} is always inversely proportional td/ for all SNR. In practice, the fact

that M = 2 is optimal is beneficial since the system complexity can laeiced significantly.
[1l. OUTAGE PROBABILITY AND DIVERSITY GAIN

As discussed in the previous section, the optimal numberoofcgs to participate into transmission
is M = 2, and hence in the rest of this paper, the scenario With= 2 sources and. relays will be
focused. The aim of this section is to evaluate the systemstobss achieved by the proposed protocol,
where two information theoretic metrics will be used, oatggobability and diversity gain respectively.

Note that the addressed communication scenario can be &iasvene type of multiple access channels.

And following the same definition in [8], [9], the outage etvean be defined as

02| Jou, (6)
A
where the union is taken over all possible subséts {1,2}, andO 4 can be defined as
O.Aé{I(sAu}I‘SACvH:HvD:D)SZRZ} (7)
icA

Furthermore, defineé4| as the number of users jA. Note that the symmetric system is of interest in this

paper, which meangA|R = > _,_ , R;. Since only the two-user scenario is considered here, theiahu



information can be written as

|hrpl?[hir|? ,
Ta = log [“P(‘hw‘?*|hm}|%5+\h2D|z ie{L2) t)
T4, = logdet{I+ pDHH”D”C™'}, 9)

whereZ,, = I(sa,;y|sas,H = H,D = D). In this paper, we use the special symbolto denote

exponential equality [8]j.e., f(p) = p™ to denote lim e/@) —  The following theorem provides

lo
the diversity gain and the high-SNR approximatioprT;;r tiiaaga probability achieved by the proposed
transmission protocol.
Theorem 2: Assume that all CSI are i.i.d Raleigh fading. For the scenaiih two sources and
relays, the outage probability of the proposed network dadensmission protocol can be approximated
at high SNR as

P(O) = 1

Proof: The proof for this theorem can be accomplished in two steps.tite first step, it will be

proved thatP(Zs, < 2R) < 7. And then it is to prove thaP(Z, < R) = - for i =1,2.

|h1,r|*+|ha,r|?

Definey = |h1,rI2+|h2, R +|hR,D]?"

So firstly rewrite the expression @i, as

P |hg.pl”
|h1,g|? + |ho,r|* + |hr D |?
X (|h1,p|?lha,rl? + |he,p*|h1,r]> — 2R{R] pha.phi,rhs g})] -

Tay = log |14 pylhrpl?+ p(|hypl* + [hop|*) + (11)

Define a complex variable as = hy pha r — he ph1 g, and further denote its real and imaginary parts

asw = a + jb. Then we can obtain
|h17D|2|h27R|2 + |h27D|2|h17R|2 — 2R{hiDh2,Dhl,Rh§,R} = R{ww*} = CI,2 2 0. (12)

By using such a fact, the mutual information can be lower bledginas

|h1,z]? + |ho,g)?
|h1,r|* + |ho,r|* + | g,

Using this lower bound of the mutual information, the out@gebability can be upper bounded as

Ty, > log|l+p

alhrol 4 plol + HanP) . (9)

22h 1
P(I4, <2R) < P <x +y< ) , (14)
p
wherez = 32 andy = ‘hRDfﬁi. Sincez is a sum of four i.i.d. Gaussian variables, its distributien
0 Y= ThrolP+57

the Chi-square function witlh degree of freedomf,(x) = ze*. The density function ofy is more
complicated as it is a function of an exponentially disttéziivariabley, = |hzp|? with f,, =¥, and

another Chi-square distributed varialple= 3, with f,,(y2) = yoe 2.



Giveny = 222 " the density function of the variablg can be found as
Y1+Yy2

00 Yoy Y
Ply) = / Yoe ™2 [1 —6_922*9] dys + / yae P2 dy; (15)
Yy 0

= 11— 2y26_2y K_1(2y) + K_2(2y)],

where K, (z) is the modified bessel function of the second kind with firsdeor After applying relay
pl|*8%
RD[|>+057

relay selection strategy changes the density function efviriabley as

selection, the relay with the largest value of the criter; will be chosen. Hence the use of the

P(y) = {1 —2y%*[K_1(2y) + K_»(2y)]}". (16)

Definea = &p‘l Now the outage probability can be finally upper bounded as

P(I4, <2R) < /a ze " {1 —2(a— z)2e 0K _ (20 — 22) + K_5(2a — Qx)]}L dx. a7)
0

For large SNR, we hava — 0. And for small value ofz, the bessel functions can be approximated as
K,(z) ~ 5 andK,(z) ~ I. Further utilizing the fact thaK _,(z) = K, (z), the following approximation

can be obtained as

P(I4, <2R) < / w{1—e 2" gy (18)
0

2LaL+2 ) 1

(L+1)(L+2) ptt2

Q

which completes the first step of this proof.
On the other hand, it is obvious th&(/4, < R) = P(I4, < R) due to the system symmetry. So in

the following, we only focus on the outage probabilf/,, < R), which can be shown that
|hep|*|P1g|? )}
z = log |1+ p|( |hip|*+ . 19
LAy og [ P (‘ 1D| |h1R‘2 n |hRD‘2 ( )
Define z = 222 where z; = |hgp|®> and 2o = |hiz|?. Since bothz; and z, are i.i.d. exponentially

z1+22

distributed, the PDF ot can be shown as
P(z) = /:O e [1 - e_%} dz + /OZ e tdzy (20)
= 1- / e ey = 1 220K (22).
After applying relay selection, the outage probability is

P(Zp4 <R) = P(z+z<2%-1) (21)

= / e [1-2(a— z)e 20K, (200 — 2z)] " da.
0



With the high SNR assumption, the bessel function can becappated ask; (z) ~ <, which results

P(Tpa) = / e® [1—6—2@—@}%55 (22)
0
a L+1 1
~ 2a — )N dx = 21 2 .
[ e ir =2t =

The overall outage probability?(O) shall be bounded as the foIIowing

1
pLtT =P(04) <P(0) < ZP O4) = pLAL” (23)
And the proof for Theorem 2 is completed. [ ]

The key message delivered by Theorem 2 is that the full diyegain L. + 1 can be achieved by the
proposed transmission protocol, which is also achievaplenbny existing cooperative protocols in [2],
[9]. Then the question is whether the proposed protocol déer any other benefits while maintaining

the full diversity property, which is answered in the nexttsm.
V. EROGOTIC CAPACITY

Definition 1: Ergodic capacity is the long-term data rate that a systemsaaport, i.e.,

Ce = / Zf7(T)dT
0
where fz(-) is the probability density function (PDF) of the mutual infaationZ.

In the following theorem the ergodic capacity based on suswdl be provided for the proposed protocol.
Theorem 3: Assume all channels are i.i.d. Raleigh fading. The ergodigacity achieved by the

proposed network coded cooperative transmission protaolbe bounded as

E{Ip} + = (Z CH(=1)*log 4k> < E{T)} < E{Tp} + = (Z CH(=1)*log k:) (24)

whereE{Zp} ~ logp — Cloge is the ergodic capacity achieved by direct transmission.
Proof: Following the previous discussion, the ergodic capacitye®d by the proposed transmission

protocol can be approximated at high SNR as
E{T} ~logp + %8{log det[DDC™]} + %5{log det[HH”]} (25)

which is a function of two variabledpg det[D¥DC~!] andlog det[HH].

The exact expression for the ergodic capacity will be difficand hence we will be focusing on
developing the upper bound and lower bound of the capati}, which can be accomplished in two
steps. First the expectation §€ {log det[D#DC~!]} is evaluated, which can be written as

\hrp|*5% }

1
—&{logdetDIDC |} =& { lo _



Note (5, is Chi-square distributed with degree of freedom, and hence we can hév{e% log 53} =

%w(z) log e. Definez = |,'L’;1;D|Zl16§% and its CDF has been developed in the previous section
P(z) = {1—222%[K,(22) + Ky(22)]}". (26)

By using the factoiK,(2z) > 0 for z > 0, this CDF can be upper bounded as
P(z) <{1- 2226_22K2(22)}L. (27)

Recall that the Bessel function can be expressed as theviotiantegral

2T() [~ ;
K = 2 22— 1)z2dt 28
) = gy [ ke (28)
which can be lower bounded as
22 > —zt 3 e_z

where the inequality follows the assumptiox> 1. Applying this simplified form to (27), the CDF of
L

can be finally upper bounded &4z) < {1 — e **}".
To obtain the lower bound, observe that the Bessel functeonbe expressed as the integral form

2’2 o] e—t—%

which provides the following inequality

2 oo —
Ky(z) < i/ ¢
8 Jo

t3

22
4t

2
at= 3. (31)

where the inequality follows the assumptien’ > 1 for ¢ > 0. Following the similar step, the bessel
function with first order can be upper boundediag =) < 1. By using the bounds of the bessel functions,
the CDF can be bounded as

{1- 6_4Z}L > P(z) > {1—-e*(1+ z)}L. (32)

An observation is that the lower bound of the CDF is still netpful to obtain the explicit expression.
A simple inequalityl + z < e* holds forz > 0, which can further simplify the bounds of the CDF as

{1—6_4Z}L > P(z) > {1—6_Z}L, (33)

sincel + z < e* for z > 0. As can be seen from (33), both the upper and lower boundg sharsame
structure, which will simplify the following developmenfurthermore, both two bounds resembles the
CDF of the largest value amonfg i.i.d. exponentially distributed variables.

Following the similar steps in [7], the expectation of theiable log z can be bounded as

f(4) < Eflogz} < f(1) (34)



where f(-) is defined as

f(A) = / ALe (1 — e ) og 2dz. (35)
0
By applying binomial expansion, we can have
L
FA) = loge> CH(—1)"[C +In Ak]. (36)
k=1
Utilizing the fact thaty_F_, C¥(—1)* = —1, the expectation ofog » can be bounded as
L L
—Cloge + Z CF(—1)*log4k < E{logz} < —Cloge + Z C¥(—1)*log k. (37)
k=1 k=1

And evidently the difference of the upper and lower bound (is) — f(4) = 2.

The expectation of the variableg det{ HH” } can be obtained in an explicit expression as the following.
Different to regular random matrices, each rowkbfis normalized, and furthermore the elements for the
second row is no longer Gaussian distributed because of selection. The relay? is chosen since it

hr,p|?6?2 , o
has the largest value W among thelL relay candidates. This implicit structure ®f has the
impact on its distribution and hence complicates the cataur.

An important observation is that the relay selection dm% is only a function of the norm

1 l
of each row, and not directly related with each element. &each row ofH has been normalized, the
effect of relay selection on the distribution has been rezdo¥ence construct twd x 1 vectors,vy, va,
whose elements are i.i.d. Raleigh distributed. The dersitgtion of the determinantet[HH”| is the
same as the following determinant

det[DHHA"]
whereH = [vff vf], D = diag{ay, @} anda,, = 1/v,vl. Note thatHH” is the classical Complex
Random Wishart Matrix whose determinant has the followirggritbution [10]
2
det{HH"} ~ ] w:, (38)
=1
whereu; are independent to each other and~ \3,.

By using such a result, the addressed expectation can bgagydlas
E{logdetHH"]} = &{logdet[DHH"]} (39)
2
= &{log [ e} + {log det[HH"]}

i=1
Note thata; is Chi-square distributed with degree of freedom. Together using the distribution in (38),

we can have

E{logdet HH"]} = — /OO zlog ze *dz + /OO logze™*dz =loge[(1) — 1(2)]. (40)
0 0
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Note thatyy = —C. Combining (37) and (40), the proof is completed. [ ]
The capacity difference between the proposed protocol aedtdransmission can be bounded as

L L
1 1
5 (Z Cﬁ(_1)k1og4k> <E-&p<s (Z CH(—1)F log k:) :
k=1 k=1
Provided that there are enough number of relays, the lomendof the difference can be positive, and

hence the ergodic capacity larger than that of direct trasson can be achieved by the proposed scheme.

V. NUMERICAL RESULTS

In this section, the performance of the proposed transamsgrotocol is evaluated by using Monte-
Carlo simulations. The performance of direct transmissiod the best-relay scheme [2] is also shown
for comparison. OnlyM = 2 sources are involved in user cooperation and all channelassumed i.i.d.
Raleigh fading. In Fig. 2, the outage probability is shownaafunction of SNR, where the number of
relays is set ag. = 2 and the targeted per user data rate is seRas4 bits/s/Hz. As can be seen from
the figure, for practical SNR range, the proposed scheme chiev@ smaller outage probability than
two comparable schemes. Furthermore, the use of the distdlrelay selection strategy does not cause
large performance penalty compared with the optimal oneritn 3, the ergodic capacity achieved by
the four schemes is shown as a function of SNR, where the nuofbie relays is set ag = 2 and
L = 10. Consistent to our analytical results, both the two progasetwork coded cooperative schemes
can achieve larger ergodic capacity than direct transomssvhereas the existing cooperative scheme can
only realize a faction of the capacity achieved by direatgraission. The reason for such significant gain
of ergodic capacity is that the use of network coding enstimesuppression of bandwidth resource wasted
by relay transmission. In specific, one single relay trassion can serve more than one source nodes

simultaneously, and hence the spectral efficiency of caaperdiversity can be improved substantially.
VI. CONCLUSION

In this paper, we provided detailed analytical performaecaluation for the proposed network coded
cooperative multiple access channels. With the help of tbiilbuted relay selection strategy, the explicit
expressions of the outage probability and ergodic capaeitybe obtained. Both analytical and numerical
results demonstrated that the proposed cooperative mlotan achieve larger ergodic capacity while

maintaining the property of full diversity gain.
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