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Abstract

Existing work has shown that random coding across multi-c®ssions can reduce the system delay
significantly, however, such a scheme requires the strosgngstion that each source has the priori information
of other sources’ messages. Actually the broadcastingrenaifiradio propagation can provide an opportunity
to realize collaboration across sessions without causinghnmsystem overhead. In this paper, we propose the
application of network coding to multi-source multi-destion (MSMD) scenarios and provide formal analysis
for the improvement of system delay. In particular, two tyj@é analytical results have been developed, one based
on the outage probability and the other based on the use ofigahconvolutional codes. Monte-Carlo simulation

results have also been provided to demonstrate the delégrpance of the proposed network coded protocol.

I. INTRODUCTION

In wireless communication systems, it has been a challgnigisk to achieve robust transmission and
small delay simultaneously, particularly for certain diyabf-service demanding services. Many traditional
techniques may be efficient to improve the reception rdltgbibut have deteriorating effects on the
system delay. For example, cooperative diversity has basognized as a low cost and efficient method to
combat the wireless unreliability caused by multipathragdibut the fact that relay transmission consumes
extra bandwidth resource implies that some cooperativieopots could enlarge the system delay, i.e. the
protocols in [1]. Originally developed to increase the @fyafor wireline networks, network coding has
recently received a lot of attentions and it has been showneld positive gain for delay performance
in wireless communications [2], [3]. Traffic pattern is inmfant for an efficient application of network
coding to wireless communications. In [4]-[7], efficientwerk coded protocols have been developed for
the two-way relaying channels, and in [8], [9] several caapee multiple access transmission protocols
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based on network coding have been proposed. In [10] the soem#dh two source-destination pairs and
one relay has been studied, where the achievable rates leavedbtained. For such two-way relaying
and multiple access channels, it has been demonstratedhthatse of network coding combined with
cooperative diversity can not only just increase recepteiability, but also improve system throughput
and delay performance.

Interference channel, also known as multi-source muktidation scenarios (MSMD), is one of the
fundamental building blocks of wireless communicationsifeddent to other traffic patterns, such as
multiple access and two-way relaying channels, MSMD is sdyenterference limited. A traditional
way for such scenarios is to serve multiple source-desbimgtairs one at each time, which is intended to
avoid interference but not efficient and robust. In case diegp channel fading happens for certain pairs,
a large number of retransmission are required and hence $ygfem delay becomes unavoidable. [11] is
one of the first tries to apply network coding to MSMD scensuand the key idea of [11] is to encourage
source nodes collaborating with each other. By applyingloamcoding across the multiple sessions, each
source transmits a mixture of all source messages, whicha®gue to network coding. Comparing with
non-cooperative schemes, random coding across multipme may bring more interference, however,
it is shown in [11] that such a coded scheme is much more teliaihich is due to the reason that
each source transmission can serve all destination sinadtesly. However, each source needs the priori
information of other sources’ information, so all sourcessages can be mixed together. This could be
a strong assumption since source nodes are not co-locate@éxdra system overhead is required for
information exchanging between source nodes.

In this paper, our aim is to study the impact of network codimgthe system delay in multi-source
multi-destination scenarios. Different to [11], we areeiatsted in how to achieve the collaboration among
multiple source-destination pairs without causing too mggstem overhead. In specific, the two-hop
transmission strategy is focused and the use of internmeedéddys is introduced into MSMD scenarios.
Instead of asking one source transmitting each time, alfceomodes will broadcast their messages
simultaneously. At relays, mixtures of all source messaaesobserved because of the broadcasting
nature of radio propagation. Rather than to ask relays taragpthe mixture, the idea of network coding
is used and relays are allowed to forward the mixtures. Ih suevay, random coding across multiple
sessions is realized without causing any system overheadurther improve the performance of the
proposed transmission protocol, the opportunistic uselafys is also used to exploit multi-user diversity.
Various decoding methods can be utilized at destinatiorsobee the mixture, where the criteria of zero
forcing are used due to its simplicity. Two types of analgtiesults are developed for the overall system

delay. One is based on the outage probability, which candsglyi bounded by the error probability of



maximum likelihood for infinite length of data blocks and hiNR. In addition to such a theoretical
upper bound, we also provide analytical results based ongbeof practical convolutional codes. Monte-
Carlo simulation results have also provided to demonstitaeperformance of the proposed network
coded transmission protocol with comparisons to comparabhemes.

This paper is organized as follows. Transmission strasefpe one hop MSMD scenarios are first
discussed in Section Il to highlight the importance of thdatmration among multiple pairs. Then in
Section Il we will focus on the two-hop MSMD scenarios, waer network coding assisted transmission
protocol is proposed. Analytical results for system delady lve provided in Section IV, and Monte-Carlo

simulation results are provided in Section V. Finally, doding remarks are given in Section VI.

[I. A BRIEF STUDY ON TRANSMISSION STRATEGIES FORONE HOP SCENARIOS

Consider that there ar®/ pairs of sources and destinations, and there is no inteateedbde in the
context of one hop scenarios. Time division duplexing isstdered in this paper for its simplicity. The
baseline transmission strategy is the traditional norpecative scheme, where one source transmits its
head-of-line packet continuously until the packet is ociiyereceived by its corresponding destination.
At each time slot, only one source is transmitting and thesiodources will take their turn to transmit
their head-of-line packets in a round-robin way.

Recently proposed in [11], an alternative strategy is tdyammdom linear coding across the multicast
sessions, where each source will transmit a linear conmbmaf the M/ head-of-line packets. As a result,
each destination has to decode &l packets in order to extract its own message from the mixture.
Although more demanding requirements have been imposeleoreteive capability of the destinations,
it was shown in [11] that more robust performance and lesansinissions can be obtained benefited by
such source cooperation.

However, the strategy of coding across sessions relieseoagtumption that each source has the priori
information of the packets the other sources transmit, wismot realistic in practice. A straightforward
realization of the cross-coding strategy is to adopt theaflitransmission strategy for the first few time
slots, during which each source broadcasts its messagéstenitb the transmissions of other nodes when
it is idle. After each source has obtained the knowledge lérosources’ messages, the strategy of coding
across sessions can then be applied. Fig. 1 shows the parfoenof these three one-hop transmission
strategies in terms of the averaged number of requirednstissions. The number of sources\is= 2.

The outage probability is used to determine whether a messaig be decoded correctly as in [1] where
the target data rate i® = 1 bits/s/Hz. As can be seen from the figure, the practical patof coding
across sessions can offer positive performance gain cadpeth the non-cooperative scheme, however,

it can only realize a portion of the performance achieved Hy transmission strategy with the ideal
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Fig. 1. Averaged number of required retransmissions vs SNie.number of the source nodeshig = 2.

assumption. Such a performance loss is mainly due to thetliattextra bandwidth resource has to be
consumed before the sources can benefit from the randomgcadioss the pairs.

The message delivered in Fig. 1 triggers an important questbout how to efficiently implement
the idea of coding across multicast sessions. In the cowfeghe hop scenario, it seems inevitable to
consume extra bandwidth resource as the price of sourceecatagn. However, in the context of two-hop
scenarios, the broadcasting nature of radio propagatiables us to exploit the benefit of random coding

across sessions without suffering the loss of bandwidtbieffcy, as shown in the next section.

[1l. Two-HOP TRANSMISSIONS COOPERATIVE AND NON-COOPERATIVE STRATEGIES

Consider a two-hop communication scenario withsource-destination pairs adintermediate relays.
Each source aims to send its head-of-line packet to its sporeling receiver. Assume that there is no
direct link between the sources and destinations as in fii}h an assumption can be justified by the fact
that a node two hops away from a transmitter is most likelyhie $trong interference range of another
transmitter. Furthermore, a node two hops away from a trétesnalong the route can transmit by using
overlapping medium access control [13] to increase theativeystem throughput, and hence it is not
able to receive signals due to the half duplexing constrdihe time division duplexing mode is used,
which means the channel responses are reciprocal betweetnatismitter and receiver. Note that it is
straightforward to extend the proposed network coded mng&son protocol to the scenario where the

destination hears the transmitter two hops away.



A traditional way for such a scenario is to apply the non-@afive strategy, where time division
multiple access is used and there is ho cooperation amonigphatdource-destination pairs. Each source
will first try to deliver its message to an intermediate nodeclh decodes the message and then forwards
it to the corresponding destination. Despite its simplicihe non-cooperative strategy suffers loss of
bandwidth efficiency and reception reliability as shownhe &nd of this section. As proposed in [11],
coding across multicast sessions can increase transmissoistness and reduce the latency. Different
to one hop scenarios, random coding across multicast ssssen be accomplished easily due to the
broadcasting characteristics of radio propagation. feantiore, in the context of multicast communication
scenarios, the use of network coding brings the advantagieedfich relay transmission can help all
destinations simultaneously, whereas one relay trangmissan only help one source-destination pair

each time for non-cooperative strategies.

A. Protocol Description and Sgnal Model

The cooperative coding strategy for two-hop scenarios @addscribed as following. At the first time
slot, all sources broadcast their head-of-line packetslsgmeously. Hence at this time slot, each relay
receives the superposition of tlié messages

M
YR, = Z Pmp,Sm +ngr,, n€{l,...,L}. 1)

m=1

where s,,, is the message transmitted from theh source,ng, is the additive Gaussian noise at the
relay andh,,g, is the coefficient for the channel between théh source and the relai,,. To simplify
notation, consider that each source transmits a symbolteaelslot rather than a packet. In this paper, all
wireless channels are assumed to be independent identy#&igh fading. For Rician or other types of
fading, the developed signal model is still valid and sim@aalytical results can be obtained by taking the
characteristics of particular fading into account. Afteistfirst transmission, all relays received a mixture
of the M transmitted messages with different combination coefiisieFor the next hop transmission,
each relay will broadcast its received mixture to all degtions, which is analogous to the strategy of
random coding across multicast sessions [11]. And thankihiéobroadcasting nature of radio propagation,
cooperation among multiple source-destination pairs d@esonsume extra bandwidth resource and the
next hop transmission can benefit such random coding witApytloss of bandwidth efficiency.

Due to the dynamic nature of radio propagation, the channality of one relay connecting to the
destinations and sources varies, which is crucial to théesygperformance. Relays are scheduled to
transmit in a way that a relay with better connection to tharses and destinations should be used
earlier, where the details for relay selection will be dssed at the end of this section. The amplify-

forward strategy is used here for relay transmission. Quthre nextn time slots, the scheduled relays



will take their turns to forward the mixture to the destioati and then-th destination receives
yDl,m = thDmyARl + N1, [ = 17 sy (2)

whereyr, = ygr, /3, 5, = /M + 1/p andp is denoted as signal-to-noise ratio (SNR) &g, is channel
coefficient fromi-th relay tom-th destination. Note that the averaged transmission p@esstraint is

applied to each relay. So aftertime slots, the observations at the destination can be ss@deas

h ) h n
yD1,7rL % T 0 h’lRl e h’MRl Sl nl,m + %
: = : : : : s+ : , 3)
y O e m h P h S n + hRnDan
which can be denoted as
Ymn = Dm,anS + Nyn (4)

The relays will keep forwarding their received mixture ball destinations have correctly received their

corresponding source messages, where the criterion faessiul transmission will be discussed later. It

is possible that all relays have been scheduled to tranbmtitat least one destination can not decode its
source messages, e.g.> L. In such a case, the relays will be reused, which means the¢ ire some

repeated rows in the matrice®,,, , andH,,.

B. Detection at Destinations

There are many choices of the criteria to determinate whethe destination can receive the source
message correctly. One option is to ask each destinatioedod# all source messages and we can apply
the capacity region of multiple access channel (MAC) sirtee gignal model in (3) is exactly a MAC
model. As shown in [14], [15], the error event based on theaciyp region of MAC is the union of the

events
Es% {I(SA;y|sAc,Hn = H,Dy,,, = D) < ZRZ} : (5)

icA
which denotes the error event that the information of thesisethe subesetél can not be decoded correctly.
While the error probability based on MAC can tell us the optimerformance from the information
theoretic aspect, complicated successive decoding isreegqat the receivers and hence it is difficult to
realize it in practice.

Alternatively, we will use the principle of zero forcing [JL§17], a linear receiver which is not only easy
to implement, but also helpful to simplify the developmehtanalytical results. Applying the principle

of zero forcing detection, a simplified signal model can b&amled as
(HyH,)'HD, Ly, = s+ (H/H,) 'H/D, n,, (6)

= S+ Ny,



The signal-to-noise ratio (SNR) for theth source message at theth destination after. time slots can

be expressed as
P

pi,m - Ei{'ﬁi,m,n}7
wheren; ,,, , is thei-th element of the vectat,, ,,. The noise powe&{#; . ,} can be obtained from the

noise covariance matrix as
Cpnyn = E{f,,n., (7)

= (H/H,)'H]C,H,(HH,)"!
whereC,,, = D, C,,.,(D;1)" andC,,,,, = diag{1 + | g, p,.|*/M, -+ , 1 + |hg,p,,

haveC,,,, = diag{1+ M/|hg,p,,|?,--- , 1+ M/|hg,p,,|*}. Based on these SNR

of the addressed protocol, in terms of delay and stabilap, loe obtained. Note that successful detection

2/M}. So we can

the performance

,m 1

requires the knowledge of the channel coefficients at thérde®ns, which can be obtained through a
dedicated control channel.

In summary, the proposed transmission protocol requiresaisumptions as following. It is assumed
that there is no direct link between the sources and degtigatTime division duplexing has been adopted,
so the channels between the transmitter and receiver afgaeal. Furthermore, we assume that each
relay has the access to its local channel information, actl dastination has the access to the channel
coefficients to accomplish the zero-forcing detection aswhin (6). So compared to the scheme proposed
in [11], the proposed transmission protocol requires egystem overhead to ensure the nodes to have
access to the necessary channel information. However,rdpoged scheme does not require the strong
assumption that each source needs to know what is trandniijtehe other sources, which can reduce
the system overhead significantly compared to the schemelin [For the scenarios where channels are
changing rapidly, the proposed scheme may require moreraysverhead than the scheme in [11], but

for the scenarios with quasi-static fading channels, tlop@sed scheme is more spectrally efficient.

C. Distributed scheduling strategy of relay forwarding

As discussed in [18], relay selection can be accomplishedlistributed and effective way. In particular,
each relay calculates its backoff time inversely propodido its channel quality, which means the relay
with the best channel quality will seize the control of theuchel. An important question is what is the
desirable criterion of the channel quality, which is foalise the following.

Different to those scenarios with single S-D pair, the desig relay scheduling/selection for the
addressed multicast sessions is more complicated. Due tosthof the random coding across the sessions,

one relay has to serve more than one S-D. Assume that eaghh@$athe access to its local channel



state information (CSl)[hig,,, - s ARy s PR D1y - - - 5 PR, Dy, )- AMONG possible choices of the criteria
for relay quality, the one used in this paper is to order thay=sein a descending order according to its
worst link, e.g.,

\PRyminl® =+ > |hry minl,

2

where|hg,, min|> = min (|hig,, 2 \hg,,p,|% -, |Pr,,py|?). Consider that there is only one

T T |hMRm
S-D pair, recall that a well known relay selection criterion amplify forward protocols is the harmonic
mean of the incoming and outgoing channels of each relay,

Mg, |*| PR, |
\hir,, |2+ |hR, D [*

For such a special case, the proposed criterion is to sedaysr according to the minimum of their

incoming and outgoing channelsjn (A1, |%, | &, p,|?), Which is the same as the harmonic mean. Note

that the source-relay channels have been also includedhetariterion for relay selection, which is to
avoid the use of a relay which has a poor connection to thececwdes. An extreme example is that there
is a relay which has no connection to all of the source nodesnH this relay has strong connections

to the destination nodes, the relay cannot help the sourdesnand hence we cannot use this relay.

IV. PERFORMANCEANALYSIS FOR THE TWO-HOP TRANSMISSIONS

In this paper, we are interested in the impact of the proptrsedmission protocol on the system delay
and stability. DefineV as the averaged number of retransmissions required toedéfie M/ head-of-line
packets to their associated destinations. So the averaglag dnd the maximum stable arrival rate for

the addressed two-hop scenario can be obtained as

- - M
T = NT,, )‘:ﬁ’

whereT,, is the time duration of one time slot. Obviously the key stestudy the delay and stability is
to find the averaged number of required time slots. Defti& = n) as the probability for the event that
n retransmissions ensure all messages are corrected despddiddestinations, but — 1 transmissions

can not. Then the averaged number of the minimum retrangmgsan be obtained as
N => nP(N =n). (8)
n=1

The probability, P(N = n), can be obtained in different ways dependent on the definitfothe error
probability. In this paper, we will use two types of error pability, outage probability and maximum-
likelihood (ML) decoding error for convolutional codes. i@htioned on high SNR and infinity length of
coding, the outage probability can be tightly bounded the pbbability of detection error. So in the
following, the outage probability is first to use in order tet gome closed-form expression BfN = n).

Later the error probability based on practical length ofisgdwill be studied.



A. Analytical results based on outage probability

An outage event occurs when the mutual information supgddsiethe instantaneous receive SNR is
less than the target data rate. Hence based on the simplibeélrim (6), the probability?(N = n) can
be defined ds

P(N =n+1) = P(phin < &, i > ¢) (9)

where¢ = 2 — 1, R is the target data rate, ang,;, is the minimum SNR among th&/ subchannels,
e.g., o, = min(pp, ), Ym € {1,..., M}. Note that a symmetric network is considered here, where
the target rates for all sessions are the same. The use gfsehe@duling means that the elementdn
andD,, ,, are no longer complex Gaussian distributed. To obtaindtaetanalytical expressions, we first

construct an auxiliary signal model as following
Yo = S+ny, (10)
which has the new noise covariance matrix as

C, = (HIR,)'H(1+MI1yH,(HH,)™! (11)
= (1+ M)HIH,)™.

Conditioned on the assumption that there are an infinity remdb relays, the use of the strategy of
relay scheduling can ensure that no relay is scheduled @videthose used relays can have good enough

outgoing channelsm < 1. So with infinity relays, we can have the following inequalit

C.(i,1) > Cpnliyi), Vime{l,...,M}, (12)

which means that the use of such a simplified signal modeldcoegult in more transmissions than the
original model. Hence in the following, we will focus on theanplified signal model to develop tractable
analytical results. Definé/ as the total transmission number required to deliver somessages to all

destinations by using the simplified model in (10), and we lcave the following inequality
N:ZnP(N:n) §ZnP(N:n). (13)
n=1 n=1

To obtain tractable expressions, the probabiltyN = n + 1) is first expressed as

P(N =n+1)=P(max{N,--- , Ny} =n+1) (14)
1For the proposed transmission protocol, Jfl sources transmit simultaneously during the first time sint] then the selected relays will
forward their mixtures to the destinations. So the transioisdelay consists of two parts, one due to the source tiaa®mn and the other
due to relay transmissions. The former only consumes one s$iot. So for notation simplicity, the expressi{{N = n + 1) will be used

in the following, wheren denotes the number of the relay retransmission.
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where V,, denotes the number of transmissions required for reliablansunication between theith
source-destination pair by using the simplified model in) (D®fine~,, ,, as the effective channel gain at
the m-th subchannel of the model in (10) aftertime slot$, and hence the corresponding SNR can be
written as%. To further simplify the development, it is assumed that eélements in the matriH,,
are i.i.d complex Gaussian distributed, which has no efie¢he inequality in (12). Provided th#,, is
a Gaussian random matrix, the density function of the a@ffeathannel gain atn-th subchannel after
transmissionsy,, , can be expressed as [16], [17]

e 7

Frmn (V) = m@)n_M

which is Chi-square distributed witt(n — M + 1) degree of freedom. And the probabilif(V,, = n)

can be expressed as

P(Nm =n+ 1) - P(’ym,n—l S €, Ym,n Z 6)7 (15)

R_
wheree = %

). While the density ofy,, »—1 and~,,, can be easily found, obviously the two
variables are not independent to each other and it is not tlea to get their joint density function
which is needed to obtain the probabilify(N,, = n). Define A,,,, = Ymn — Ymn—1. AN intuition is
that A, ,, should be exponentially distributed and independent,tq_ if ,,,—1 is the sum of(n — M)
I.i.d complex Gaussian variables angl ,, is the addition ofy,, ,_; with another i.i.d Gaussian variable.
Although the relationship between the two variable is noexsglicit as expected, the intuition for the
density ofA,, ,, is still valid, as shown in the following lemma.

Lemma 1. Consider aN x M complex Gaussian matrii 5. Define

B 1

N HEHN) T,

m,m

where[A],,.., denotes théth element on the diagonal &. It can be proved that the difference between

Ym,N @nd~y,, 41, denoted as\,, y, is independent ta,, n, and its cumulative density function is

fany(@) =1—e"

Proof: See Appendix. [ |
By using Lemma 1, the probability?(N,, = n + 1) can be found as

P(Nm =n+ 1) - P(’ym,n—l S €, Ym,n 2 6) (16)
_ / St AN € au
o (n—M —1)! (n— M) '

2To distinguish the original and simplified modetg,is used to denote the SNR based on the simplified modelpaisdused to denote

the SNR based on the original model.
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Fig. 2. Value of}_> , nP(N = n) obtained by the Monte-Carlo simulations and analyticalressions vs SNR. The targeted data rate
is R =1 bit/s/Hz.

Consider that the numbers of required time slots férsource-destination pairsys,---, Ny, can be
sorted in descending order as
Nuy < Nigy -+ < Ny

By using order statistics [19], we can find the probability/gf,, the largest number of transmissions

n M n—1 M
P(N=n+1)=P(Nap=n+1)= (Z P(N; = k)) - (Z P(N; = k)) : (17)
k=M k=M
And the expectation of the largest number of retransmissegam be upper bounded as
Nan < D nP(N=n)=(M+1)(P(N;=M)" (18)
n=1
[e%) n—1 M n—=9 M
+ > (Z P(N; :k:)> — (Z P(N; = k:))
n=M+42 k=M k=M
Recall that the use of order statistics in (17) requires &llatariablesN,, - - - , N, are independent. It is

important to note that the multiple sub-channels for lineseivers are not strictly independent, however,
the approximation of independence is used here to make tigtizal results tractable as in [20]. In Fig.
2, the analytical results with the independence approxanaind the results obtained by Monte-Carlo
simulations are shown to be close to each other.

To obtain insights of the performance achieved by the preggsrotocol, we use the exponential

expansion and the assumption of medium SNR to obtain sommxppations. The probability?(N; =



n + 1) can be simplified as
1 —
P(N;=n+1) = ST M

And based on this approximation, we can obtain
(P(N; = MM ~ (1 —e)™ ~1— Me

Similarly we can have

Q
Nk
S
N
i
=
S
e
S| %
| =
N——
=
|
3
5
=
S
|l
S| %
- =
N——
g

M
~ (M+2) ((1 )M —(1- e)M> ~ (M + 2)Me
And finally for the expected number of required time slots banupper bounded

N<Non =~ (M+1)(1—Me)+ (M+2)Me=M(1+¢€)+ 1,

12

(19)

(20)

(21)

(22)

conditioned on the assumption that there is infinity numideretays. As can be observed from (22),

the expected number of the required time slots scales lineath the number of the packages, which

is consistent to the results provided in [11]. However, tbhkesne proposed in [11] requires that each

transmitter has the non-casual priori information of thesgages sent by other transmitters.

B. Two comparable schemes

1) Non-cooperative direct transmission scheme: For non-cooperative direct transmission, as shown in

[11], the averaged number of one-hop transmissions foti-thetime slot can be expressed as

P(N;=n) = P(pn-Dlhal <o & pnlhnl* > 9)

2R _oR_4
= e np —e (1p

(23)

In total, the expected number of required time slots for the-hop multisessions can be obtained as

following

> 2Ry oR_q
Np =2MN; = QMZn (e_ e — 6_(n1)p)

n=1

R_1

Conditioned ore = QT < 1, we can have the following approximation

Np =~ 2M(1—e)+2MZn< ¢ _E>

%
[\]
=
—_

|
U
+
&
=

(24)

(25)
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There is no closed-form expression of the shij” , + which can be expressed as
o0
k=1

where((-) is [21] (Eq(0.233.1)). As discussed in [22]~= 1 is the only singular point of the Zeta function,

=¢(1)

| =

¢(1) — oco. As a result, the expected number of retransmissions forcooperative transmission becomes

also infinity.
Np =~ 2M(1—¢€)+eM((1l) — oo. (26)

Comparing (22) with (26), we can observe that the introduceoding cross session has improved the
robustness of transmissions. Interestingly (26) conttadwith the intuition that the number of required
retransmissions for direct transmission should scale With number of packages. This is due to the
fact that channel coefficients have been assumed to be otnSta with non-zero probability, it can be
expected that one channel goes through deep fading, — 0, which could cause an extreme large
number of retransmissions.

2) Best-relay transmission scheme: For the addressedl/ sessions, the best-relay transmission scheme
consists ofM stages. At each stage, only one pair of source and destinateinvolved. In specific, at
the first time slot for each stage, the source broadcastseassage to all relays, and during the following
time slots, only one relay with the best channel conditioegsetransmitting until the message is received
by the corresponding destination. The criterion of relag&®n is based on the harmonic mean of the
incoming and outgoing channels of each relay. And the rd3t@airs will take their turn to transmit. For

the m-th pair, the probability of the event that+ 1 time slots can ensure correct reception is

P<Nm,BR =n-+ 1) = P(p,um,n—l < ¢7 Plm.n > ¢)7

wherepp,, , is the received SNR aftgn + 1) transmissionsy,,, , = na and« is the harmonic mean of
the incoming and outgoing channels of the chosen relay. Aacekpected total number of required time
slots for multisessions can be written as

Npgr =M (n+1)P(Nypr=n+1).

n=1
Due to the difficult to obtain the probability’(N,, sz = n + 1), the performance of the best-relay

transmission scheme will be only evaluated by using sinadatesults.

C. Performance analysis based on convolutional coding

In this subsection, we will attach convolutional codes te firoposed scheme and derive its code

bound. Assuming that data sequence from each source hastaeiutional encoded by a convolutional
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code. Still the relays forward the messages to destinabgnsmploying amplify-forward strategy until

all destinations have decoded correctly. I8}, O and O} denote, respectively, the events “decoded

” “

sequence contains no errors”, “decoded sequence contadetected errors” and “decoded sequence
contains detected errors” when there aransmissions. Clearly?(Op) + P(Or) + P(O}) = 1. Further

assumingQ;, is actually negligible, henc®’; can be approximated by
P(O}) =1— P(O}). (27)
Notice that the joint probability [22P(OL O2,-- - O7) can be upper bounded as
P(O}, 03, 0%) < P(O}). (28)

Now the error probability that then-th user's message can be decoded\Vintransmissions can be

expressed as
P(N=n+1)=P(Oy,---,0:1, 0% (29)
WhereOn is complementary event @”.
By considering (27) and (28), we hav& N = n + 1) bounded by
P(N=n+1)= PO}~ PO} (30)
For a frame lengthK" convolutional coded data? (O ) can be bounded by
P(O}) =1~ (1-P(E")" (31)

where P(E™) is the probability of a decoding error event of Viterbi decapafter thenth transmission.
According to the Viterbi decoding convolutional codes badsinthemth sub-sessions error probability
P (E™) can be upper bounded as
P(E") < > BaQ(v/2pmnRed) (32)
d:df'r‘ee

where 3,4, ds... and R, denote, respectively, distance spectra, free distancettandate of employed
convolutional code. th€) function is defined a§)(a) = \/%_W [ =% di. Substituting (31) into (30) and
using approximation(l1 — z)" ~ 1 — nz when z is sufficient small, we may rewrité>(N = n + 1)
approximately as

P(N=n+1)=(1-P(E") =~ K (P(E"") - P(E")) (33)

Now the error probability can be expressed as

PN =t )= KX 060 (I )
—K Z;O:dfree BaQ ( 2pm,chd) (34)
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Note that the() function can be upper bounded as

Qo) < 5o 7 (35)
The (34) is bounded by
o Kﬁde_Pm,n—chd 0 Kﬁde_pm,chd
P(IN=n+1)< > 5 - > e (36)
d:dfr'ee d:df'r‘ee

Since p,,,, are Chi-square distributed with(n — M + 1) degree of freedomP(N = n + 1) can be
formulated by its expectation

S (n—M-1) ,—v > Kﬁ —pyRcd 0o (n—M),—y Kﬁ e—PVR:d
y e d€ Y € d
P(N =n+1) < —_— — | y— — — | d
( ”+)—/0 (n— M —1)] 2. > g /0 (n — M) 2. 2 i

d:dfree d:dfree
(37)

By interchanging the integrating and sum operation, we have

Kﬂd,yn M- 1) —(pRed+1)y Kﬂd,yn M —(pRed+1)y
P(N=n+1) Z / ( 2(n— M —1)! h - Z / M)! ol

d= df'ree
(38)

The (38) can be integrated and simplified as

= Kj R.d - K8 !
P(N =n-+ 1) < Z 2 : ((pRcdp-i- 1)n—]\/l+1) ~ Z 2 : ((pRcd+ 1)n_M) (39)

d:dfree d:dfree

By combining (18) and (39), the expectation of largest nundfere-transmission under convolutional

coded case can be written as

M
_ B o KB 1
N(J\/[) - (M + 1) <]- - Zd:dfree 2d <pRcd+l)> (40)
M M
oo Kp, Rc.d n—2 e’ Kp R.d
LD Dl ((zk e 2 (GmdStom)) — (T00h S, 2 (i) ) )
K 1 -1 K R.d _
Let €co - z:(o:lo:df'ree % (pRcd+1> 1 €al = ZZ:M Z(o:lozdf'ree % <(PRCCI3'1W) and €c2 o

Zzidfree KTﬁd (%) at the high SNR region, (40) can be approximated as

[e.9]

Nan ~ (M +1)(1— Meg) + Y nMel{ e (41)

n=M+2

Notice when SNR goes to very large valdég,c.; ande., would be extremely small, which indicates the

average number of transmissions of proposed protocol dhmriverge taV/ + 1 eventually.
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V. NUMERICAL RESULTS

In this section, the performance of the proposed two-hopstrassion protocol is evaluated with the
comparison to the two comparable schemes, the two-hop nopecative direct transmission scheme and
the two-hop best-relay scheme. The elements of the chamdehaise matrices are zero-mean, circular
complex Gaussian random variables, where the variancégeaftannel and noise are set according to the
signal-to-noise ratio. A symmetric system is consideregk tvéhere all pairs of sources and destinations
have the same targeted data rate and use the same conwallgtaing.

First the expected number of required transmissions basdbenutage probability is studied for the
three transmission schemes. The targeted data rate is &tambits/s/Hz. In Fig. 3, the performance of
the proposed cross-coding scheme is compared with thet diegsmission. The number of relays is not
fixed, which is to show the impact of the relay number on theéesysperformance. As discussed in the
earlier section, the use of this non cooperative schemealaegult in an infinite number of transmissions
in case of deep fading. During the simulation, we provideraghold for the number of retransmissions for
the non cooperative scheme. If a destination can not redsigeurce message reliably after this threshold
value, transmission will be stopped and the required trasson will be set as the threshold. During the
simulation, such a threshold is set B#¥). As can be seen from Fig. 3, the proposed scheme can achieve
significantly performance gain over the non cooperativesahparticularly in low SNR range, where the
second factor in (25) becomes dominant due to small valye Nbtice that the number of retransmissions
for direct transmission seems converting to a fixed valuachvis contradicted to the analytical results
provided in Section IV.B.2. This is mainly due to the facttttlae number of retransmissions is caped
by the fixed-value threshold, and with an infinite number aofiidation runs, it can be expected that the
number of retransmission for the direct transmission aggres infinity.

In Fig. 4, the best relay scheme is shown as the comparablEm&chAt low SNR, the proposed
transmission scheme suffers some performance loss, whighe to the fact that multi-user diversity can
not be exploited as effectively as the best relay schemethHeproposed scheme, a used relay has to
serve more than one pairs of sources and destinations aamhe sme, which imposes more demanding
requirement for the quality of relay. This phenomenon id@ggto the so-called channel hardening effect
that the more antennas are equipped by terminals, it is miffieutt to exploit multi user diversity.
For the best relay scheme, relay selection is based on aesBw) pair, which means that the best
relay scheme only needs a small number of relays to achieeptable performance. However, at high
SNR, the proposed scheme can always achieve better perfoenthan the best-relaying scheme which
is due to the fact that less bandwidth resource has been m@asduring the second hop transmission

for the proposed scheme. In particular, for the proposeédraeh one single relay transmission can help



17

30

T
-=x—" Direct Tx, M=2

Q —— NC-CO, M=2, L=10
\ -—%— Direct Tx, M=3

25F \ —*— NC-CO, M=3, L=15
N -—0— Direct Tx, M=4

A —6— NC-CO, M=4, L=20

201 N 8

Number of required transmissions

1
5 10 15 20 25
Signal to Noise Ratio

Fig. 3. Averaged number of required retransmissions vs SNiR.targeted data rate 18 = 1 bit/s/Hz.

all destination nodes simultaneously, whereas only onecsedestination pair can be benefited by single
relay transmission.

In the convolutional coded case, a5, 7),. Systematic recursive convolutional code is considereti wit
100 information bits in each coded frame. Fig. 5 shows théop@ance comparison between convolutional
coded cooperative transmission and direct transmissilightly different from the ideal random codes
case, the practical coded transmission system may suffemtbre transmissions at low SNR (e.g. less
than 10dB) when) goes to large value due to the poor cooperative gain in low $&f#on. But at
medium to high SNR region, our protocol outperforms thedaiteansmission case significantly in terms
of the number of transmission. Especially, the humber afgmaission would converge td/ + 1 while
the increasing of SNR. Comparing Fig. 5 with the previous figares, we can observe that the number
of transmissions based on convolutional coding is muchelatban that based on outage probability,
particularly at low SNR. One reason is that the outage pntibalcan only closely bound the error
probability of maximum likelihood if SNR is large enough, dscussed in [14], [23]. Furthermore, it
is well known that simple convolutional coding can not realthe Shannon capacity, particularly at low
SNR. Provided the use of more sophisticated error contrdespsuch as turbo or LDPC codes, the

performance gap between the cooperative and non coopesatiivemes can be reduced.
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Fig. 4. Averaged number of required retransmissions vs SNR.targeted data rate i3 = 1 bit/s/Hz.
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Fig. 5. Averaged number of required retransmissions vs SheI(5, 7)..: Systematic convolutional coed case. The targeted datasrate
R =1 bit/s/Hz.

VI. CONCLUSION

The work in [11] has shown that random coding across mulit-c@ssions can reduce the system
delay significantly, however, such a scheme requires trengtassumption that each source has the

priori information of other sources’ messages. Actually troadcasting nature of radio propagation can
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provide an opportunity to realize collaboration acrossiees without causing much system overhead. In
this paper, we have proposed the application of networkngpti multi-source multi-destination (MSMD)
scenarios and provided formal analysis for the improvenoérstystem delay. In particular, two types of
analytical results have been developed, one based on tageoptobability and the other based on the use
of practical convolutional codes. Monte-Carlo simulatresults have also been provided to demonstrate

the delay performance of the proposed network coded prbtoco

APPENDIX

Proof: Without loss any generality, the SNR for the first stream Wl focused;y; », which can be

recalled as
1

NN = — .
[(HYHN) Y, ,
In the following, the index of the streant, will be omitted for simplicity. By asking one more relay to

H
forward a new mixture, the channel matrix aft&€r+ 1 transmissions i#H v, = [ij\f, hN—i-l} , Where
h is the M x 1 vector containing the channels between the new used rethyasources. Alternatively,
the channel matrix can be written By = |:gN f{N} wheregy denotes the first column & . Hence

the SNR afterN transmissions can be expressed as

1 _ det(HYHy)
[(HJHVHN)_l]l,l B det(HYHy)
= gy(Iy —Py)gw,

IN = (42)

whereP = Hy(HYHy) 'HY and the last equality follows the property of the determinainblock
matrices. The difference between the two SNRs,; and~y, can be expressed as
N+t — N = 8 Ive1 — Pyilgnsr — g [Iv — Pylgy (43)

T
Note that the relationship between the two channel vecsgs i, = gh g(V +1)| , whereg(N +1)
denotes thé N + 1)-th element of the vectogy ;. Hence the difference between the two SNR can be

expressed as
YN+1 —IN = gﬁ+1[IN+1 —Prniilgng: — gﬁ+1[IN+1 - f)N]gN+1 (44)
= gg+1[PN —Priilgn

Py Oy
Oy 1
idempotent sincd3;, = Py, and 15%, — Py. Recall that an idempotent matrik has an important

property,

wherePy = . It is interesting to observe that both the two matricBs;,; and Py, are

v, if v inthe range of A
0, if v inthe null space of A
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wherev is a column vector. Alternatively, it can be shown that anmgetent matrix has the eigenvalues
which is either one or zero.
The rank ofP is M +1, and the rank oP v is M since the channel matrices are assumed to be full

column rank. Denotd y as the null space of the matriXy and®y as its range. The two spaceBy .

and ® ., are defined in a similar way. Consider a vectofrom the null space oPy, i.e. Pyv = 0.
Obviously the vectow = [VT o}T is in the null space oP, and Pyi, v e Wy andv € Uy,,.
The rank ofPy is M and hence the dimension of its null spaceMs- M. Hence we can findv — M
common vectors shared by the two null spades and W, ;. As a result, the range of the two matrices

shareM vectors, denoted as; for 1 < i < M. According to (45), we can have
Pypu; = f’NUi =u;

which implies that thel/ vectors in the shared range of the two matrices are in thespate of the
Py —Py.1. Combined with theV — M vectors shared by the null space of the two matrices, we cdn fin
N independent eigenvectors which are correspondent to genealue). The only left vector, denoted

asw, which is shared by the null space Bfy,; and the range oP . And hence we can have
[].SN — PN+1]W =W

which provides us the only non-zero eigenvalue. In sumniiacgn be proved tha{f’N—PNH] = UAU#
where A has only one non-zero eigenvalue which is equal.t8inceU is an unitary matrix, the variable
gy.1 has the same density function g§ .1 = Ugy1. By using such a property, we can observe that
the difference between the two SNRs can now be expressed as

N1 — N = |&ns1(n)]? (46)

wheren is the index of the non-zero eigenvalue of the matrix. Sigge; has the same distribution as
gni1, YN+1 — Y IS essentially distributed.
To find the density function of the number transmissions,jtiet PDF of z = vy 1 — vy andyy is

needed. Defing (vy, z) as their joint density function. So the probability 9f,; can be expressed as

€ pre—N
P(yny1 <€) = / / f(yw, x)drdyy
0 0

Define the conditional density function &s,, (x) and we havef(yy,z) = fuyy () f1y (72). Now the

probability of vy, can be expressed as
Plowir £ = [ F(ow)Fanale = ) (47)
0

= [ =2, (s
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Recallyy,; is a Chi-square witl2(N — M + 1) degree distributed variable, and hence the CDF@f;
is the same as the density function of a variable which is time af one exponentially distributed variable
and one independently Chi-square witfV — M + 2) degree distributed variable. So we can have the

following equality

/O6 fon(€—2) (Fth(z) — Fm(z)) dz=0 (48)

which is holds for alle > 0. Given the fact thatf,, (t) > 0, we can conclude thakt, (z) = F,(z) for

all z, which implies the independence betweeand .
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