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Abstract— Wireless mesh networks (WMNSs) are expected to
support various types of applications with different quality of
service (QoS) requirements. Existing works are limited to layered
approaches that overlook the interaction between medium access
control (MAC) and routing algorithms and often fail to satisfy
these requirements in such dynamic wireless environments. The
inefficiency of current layered schemes to guarantee these de-
mands has recently triggered the interest for new cross-layered
approaches. In this paper, we propose a distributed, multi-
constrain, cross-layer QoS routing algorithm for wireless mesh
networks that can simultaneous satisfy multiple QoS require-
ments. Studies with different scheduling algorithms and routing
protocols have shown that our algorithm successfully guarantees
various QoS requirements and achieves higher network through-
put when compared with other standard techniques.

Wireless Backhaul
Mesh Network

Wireless
Mesh Router

Wireless
Hot Zones

Wireless
ccess Poi

I. INTRODUCTION

The ongoing proliferation of wireless broadband data ser- Fig. 1. Typical wireless mesh network scenario.
vices is expected to lead to increased needs on the side of
the backhaul network, where the typical upgrade of wirg@ultiple constraints has been mathematically proven toBe N
lines to high-speed fibre networks is not always an availabt@mplete by Wang et al. in [2], which shows that the problem
or economically attractive solution. In such cases, multffinding a route subject to constraints on two or more adliti
hop wireless mesh networks (WMNSs) [1], transporting dafglelay, jitter) and multiplicative metrics (PER) in any piise
between the access network and the wired Internet, cog@mbination is NP-complete. Second, scheduling and rgutin
offer an appealing alternative. WMN is comprised of wireles@lgorithms have different operation time-scales. Thesere
mesh routers (WMRs) and wireless access points (APs) (Fige major challenges to improving protocol efficiencies.
1). WMRs form a mesh of self-configuring, self healing
links among themselves. With gateway functionality, some
of them can be connected to the Internet (Internet gatewayMuch work [3]-[4] and has so far studied extensively on
IGW). Unlike classic ad-hoc networks, the transceivers imulti-constrained QoS routing algorithms in wired network
WMNs do not have energy constrains while most of theased on network state [5]-[6]. But they cannot been diyectl
applications are broadband services with heterogeneo$ mplied to wireless mesh networks because unlike the wired
constraints, including high throughput and low delayejitatnd network, the network topology may change constantly, the
packet-error-rate (PER). Unfortunately, the traditiomaitocol available state information for routing is inherently irapr
layered approach that designs and optimizes the operatioise, and central control may not exist. On the other hand,
of each network protocol layer usually fails to provide thenulti-constrained QoS routing algorithms for wireless ad-
optimal design of wireless multi-hop networks. This is miain hoc networks have been previously explored; for instance,
because the dynamic nature of the wireless channel (in ter@sS-AODV [7] provides QoS provisioning in terms of both
of capacity, bit error rate etc.) does not guarantee a fixedndwidth and delay. However, it overlooks the queueingydel
capacity or reliable connectivity. Hence, in order to pdavi since only the packet processing time was considered. This
satisfactory network performance in terms of end-to-entHE results in underestimation of the ETE packet delay, esfigcia
quality of service (QoS), cross-layer design becomes atuciin case of high traffic load. Another bandwidth routing (BR)
However, to the best of our knowledge, limited research wogkotocol [8] and a similar on-demand QoS routing (OQR) pro-
has been done so far within the field of cross-layer QdScol [9] were proposed to calculate the available bandwidt
routing and scheduling algorithms design for wireless megh terms of slot reserved for QoS flows. However, because
network. The challenge is twofold. First, QoS routing witlslots are pre-determined before traffic flows are schedited,

II. RELATED WORK



fails to exploit the opportunistic scheduling gain in féstling the route froms to ¢ as (1) where the totah candidate routes
channels. In other words, the reserved time slots may leadetdst. In the following discussions, we use term session and
poor transmission quality due to bad instantaneous chanfiel for the traffic input,(v;, v;) and(<, j) for the link between
conditions. Moreover, [10] addresses both time and reifgbi v; andv; interchangeably. For the*" route,

constraints, but the average link delay and reliabilitycuse

make routing decisions is not able to quickly adapt to fast OF, = {(vi, ) Voi,v; € Ve | JVe} 1)
fading W|_reless chann_els. The |mpact of perfo_rmance mEt“\‘/:vherek =1,2,...,m. Let Qg further denote the route set
on a routing protocol is studied in [11] where it uses the Io?rsOm source mesh routerto a particular gateway node
rate of broadcasting packets and round trip delay to sesht p

However, none of these works explicitly consider MAC/PHY In order to find the optimum route that satisfies multiple
layer par,ameters thus cannot guarantee QoS QoS constrains, we define a "dissatisfaction rati@” for

On the other hand, scheduling for wireless mesh networ%lCh of the QoS requirement as the ratio between expected

has drawn a lot of research attention recently. Due to tH‘ee”iC values and value defined by_the .QOS _require_ments. For
fact [12] and [13] that finding a perfect match with the highesmStance’ the ETE packet delay dissatisfaction rat for

. . route ¥, is defined as the actual delay measurement over the
network throughput is NP-complete [14]-[15] for centraliz st = . .
scheduling algorithms, various distributed schedulingoal delay requirement. On the other hand, throughput disaatist

s Have been proposed. Recenty, 1617 proposel gl 210 1 oUsted o he et bebueen e oo
distributed opportunistic scheduling algorithm for baaith q q ghput,

L . P
networks, which provides multi-user diversity gain in th%ﬂm'g?umt.oi altl' link :hrofugrlﬁutspglor}ﬂg .rouJ@f?t' gma”i/r’]
wireless environments, enforces resource allocationdridhg € dissalistaction ratio for ihe P, Is defined as the

run and maintains strong temporal correlation for interee, njultlphc_atl_on of aII_or_1e-hop PER over P.ER requwe_méi’gt
since this is a multiplicative constrain. Since a sessiatha

without which channel quality and interference cannot bf ifil th t of 00S . ¢ i " i
tracked and predicted with reasonable accuracy. u'til the set o Q.O requirements, a source-lo-gatewayerou
l}{\_nll be feasible if and only if all defined ratios aflevant

In this paper, we propose a novel on-demand, fully distri constraints are less than one. In order to efficiently cogh wi
uted, cross-layer integrated QoS routing algorithiQoSR). . ST T
y 9 Q g &9 Qo) above-mentioned coexisting QoS flows with differegevant

The main contributions are of two folds. First, by formutati : .
a novel integrated QoS performance metric, various Qér%?ggeget%tjrﬂ.é;rgﬁ fO;cgslr;y’ ;hrzl;%;pu;oraggcﬁ Esé we
constraints are explicitly considered. Second, we progos u indication tunctiothp, L7 £ Q

cross-layer QoS routing algorithm interacting with distiied pons_t_rams, wher@ IS dgnoted as 1 if and only if parameter
opportunistic scheduler in [16] and [17] to optimize théS critical for the incoming QoS flow, elsewhere 0, as formall
network performance. To the best of our knowledge, thisés tﬁxpressed as (2)

first paper not only explicitly considers with multiple perf 1 if requirmenta is required for flowg
mance metrics, but also takes advantage of channel camglitio Lo = { 0 elsewhere @

explored by MAC scheduler and therefore proposes a cross- o ) } ]
layer scheduling and routing solution. Extensive simatati Moreover, in finding the optimal route for different session

studies show that our algorithm can successfully guarant¥ introduce another set of resource reservation facigrs
QoS while achieving the best network performance compargg @nd e for delay, throughput and PER respectively. These
with other standard techniques. The remainder of the pafit Only leave margins for resource reservation in schaduli

is organized as follows. In Section Ill, a novel integrateBart 1o guarantee QoS, but also provide a cross-layer re-
QoS performance metric is introduced. Section IV describ&8urce allocation interfaces between Network and MAC layer
the proposedQoSR discovery procedures in detail. Extensivéience, we have the utility functions for the delay, throughp
simulation results are shown in Section V and Section AN PER asUi’(q) = IpRy(q), Ui (4) = IrRi () and

concludes the paper. U,f(q)_ = IER,’;J(q_) in route ij_t. With (2)-(3), a multi-
objective function is introduced in order to find the optimal
[1l. MULTIPLE QOS PERFORMANCEMETRICS route for sessiowy in a heuristic way by taking into account
Consider a wireless mesh network comprises a set,of Multiple QoS constraints simultaneously.
number of wireless mesh routers, denotedias= {v,|r = min max[U,f’(q),U,f(q),U,f(q)]
1,2,...,n,} and a set ofn, number of Internet Gateways vk, €Qy
denoted ad/; = {vy4lg =1,2,...,n,}. Each WMR indepen- = min max[ZpRP(q), IrRE (q), ZERE (¢)]

dently generates data sessions/flows. Each QoS flow with flow  vQ%,€Q.:
index ¢ has to fulfil a set of QoS constraints that includes en&ubject to :
to-end (ETE) packet delay;, throughputZ;] and PEREY.

D — s’t 1
We denote this set 4D, T, E;). A routeQ, from a source R (a) (é;%D))?j =
WMR with index s to a destination IGW indexetlwithin the Ri(Q) = 7 Tjk“Ta_ <1 )
. . i,7 < K2
route set(l,, is concatenated by a set of link$v;,v;)}, for 1_1(1;7);6;‘; (i_Egj)
© st ‘

all v;,v; € Vg|JVe. Therefore, we could formally express R (q) = (1—Be)E]
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The above distributed optimization function runs on each \694— .
(b)

node, where “min-max” operator takes the minimum dissatis-
factory ratio among the set of all possible routeg from the

source WMRs € Vj to a certain IGWt € V. Fig. 3. An example of proposed IQoS routing algorithm discpveroce-
dures. (a) REQ packets broadcasting to neighbors (b) Gatewdes send

IV. PROPOSEDIQOS ROUTING PROCEDURE REP packets back to source.
Assuming fixed transmission power in each WMR and
certain signal receiving threshold, each mesh router migisit because we rather need to meet the certain QoS requirements
its immediate neighboring nodes. We also assume the timmather than finding the best route (which may generate huge
division duplex (TDD) system is used where each link caoverhead).
only transmit or receive signal but not both at any given
time, is considered. By using directional antenna tecresgu V. NUMERICAL RESULTS

as shown in Fig. 2, link quality/capacity is greatly imprdve e develop a slotted, time-driven simulator using MATLAB
due to the decrease of interferences. Thus, network thpughsng c++ which comprises physical (PHY), MAC and Network
is improved and more traffic load could be routed. Layers, where channel model/adaptive modulation and godin
Routing discovery phase requires each receiving of eakh "§chemes, different MAC scheduling and routing algorithms
to record one-hop delay, link throughput and PER informmatiosye implemented respectively. WMRs and IGWs are randomly
which are to be used later. By introducing an example geployed in 2D-square in a way that no disconnected clusters
routing discovery procedures in Fig. 3, we show how O nodes exist in the network. Data traffic is generated ac-
integrated QoS routing discovery phase works. cording to Poisson process with inter-arrival time in terofis
Routing discovery procedure is initialized when new traffigiots for each WMR to be routed to certain IGWs. Different
flows are accepted by certain nodes. As an example, in Figyffic patterns are considered, with three QoS constraints
3, at given time WMR 1_s_erves as the source. It ggnerate$_@, throughput, ETE packet delay and PER. ETE packet
request packeREQ containing the QoS flow constraints andye|ay consists of queuing, transmission and processiraysiel
starts a timer when sending tREQ through the allocated time |, pHyy layer, the Jake's Model [18] is used to generate
slot in the control channel to its one-hop neighbors. Befotge |ink characteristics among WMRs and IGWs. PER is
the timer expires, if WMR 1 does not receive a reply messaggnylated based on the signal-to-interference-plusenaisio
REP, it will regenerate a request packet and broadcasts it to t@gNR) curve for the used adaptive modulation and coding

whole network due to possible packet loss. In Fig. 3(a), whe@heme (AMC). At given time, receiving SINRy;; for link
node 2 receiveREQ, it averages previous one-hop del&y,, (vs,v;) is calculated as,

link throughputTy, and PEREY, measurements, which were
recorded in mesh router 2, then piggybacks this information Pl Ciyd
in REQ and sends it to WMR 1, WMR 3 and WMR 6 through Vij = S, PTeChidi ™ + Ny “)
the allocated time slots in the control channel. Nevergle ! !
only node 3 and node 6 need to forward this message where Pgl C;; and d;;* are transmission power, channel
their neighbours after piggybackingg;, 75 and EY; for the gain (the antenna gain has been also included here) and
corresponding linkv;, v;) in the REQ packet. path loss between linKv;,v;) respectively. Typical value

All other nodes in the network repeat these procedures urftit path loss coefficienty is 3.5. N is the single-sided
gateway node 5 receives the request message. Then, the rpplyer spectrum density for additive white Gaussian noise.
procedure is initialized in Fig. 3(b). It sends a reply pdckdRetransmission scheme is assumed in case of packet loss.
REP back through two different routes to mesh router IEach WMR is equipped with directional antenna and assume
5—-4—-3—-2—1and5 -4 —6 — 7 — 2 — 1. accurate positioning.
By calculating the integrated QoS performance metric usingThe performance of our proposed routing algorithm is
(3), WMR 1 chooses the best route obtained before the timmraluated in terms the proposed QoS performance metrics,
expires. It is also worth noting that WMR 1 does not have toamely, achieved throughput, end-to-end packet delay and
wait for all reply messages, not only because the large numiRER. Table | summarizes the simulation parameters and Fig.
of possible routes (even for reasonable network size), Isot a4(a) shows a typical wireless mesh network scenario and node




’ 2}\ | | - [grraonv ] distributed opportunistic scheduler willQoSR successfully
e | L 3 DavAoDy achieves the average QoS performance metric value less than
! 1 after traffic inter-arrival time is higher than 6ms. This is
because the pre-determined nature of the round robin skhredu

does not take the advantage of the multi-user diversity ghin

Average Receiving SINR (dB)

sttt ® | fading channels; and AODV routing protocol fails to guaran-
3\6\/‘9’0 tees QoS constraints and thus all new traffics are admitted
T B— b e regardless of network situation. Nevertheless, the Histeid
s &« & 1z Opportunistic scheduler provides multi-user diversitingzoth
merervalime t allne flows (m) in time and space domains by exploring channel conditions

while minimizing total interference. Meanwhile, tH€QoSR

Fig. 4. (a) An example to show a typical simulation topologyhwitode  g|gorithm with admission control policy guarantees vasiou
connectivity, where there are 15 wireless mesh routers aedodrihem is

chosen to be Internet gateway node (b) Performance evaluaticaverage QoS requirements and thus better network overall perfor-

receiving SINRy w.r.t. traffic load. mances could be expected. This could be seen from Fig. 5(b)
TABLE | which shows Dist/IQoSR combination achieves highest gate-
SIMULATION PARAMETERS way/network throughput, even 600% more packets received
Parameter Value Parameter Value than RR/AODV combination, 300% and 130% more than
Channel Model | Jakes Model Path Loss Coeff. | 2-4 RR/IQoS and Dist/AODV combinations respectively, when
Antenna Patternl Side lobe: -25dB| AMC MPSK traffic load is very high. Similar trends can be seen in all
Main lobe: 30 MQAM these figures with a large throughput increase, the delay and
Doppler Freq. | 10-25Hz System Bandwidth] 50MHz PER decrease if using the Dist/IQOSR combination.
Slot Duration | 0.04ms Slots per Frame | 160 However, it is also worth noting that although PER curves
Frame Duration| 6.4ms Packet Length 512 bytes  With respect to traffic load in Fig. 5(g) for both Dist/IQoSR
WMR 15 IGW 1 and Dist/AODV combinations are always better than the other
Network Size | 3 miles Tx Range 1.5 miles two using round robin scheduler, it also shows the increase
Traffic Arrival | Poisson of PER values and decrease of satisfactory ratios. This is

because that distributed opportunistic scheduler loselsi-mu
user diversity gain when traffic load is relatively low. Irhet
words, this scheduler is not smart enough to stop scheduling

connectivity with 15 wireless mesh routers and one router . o
packet transmissions when channel quality is poor, thugidow
chosen as the gateway.

. receiving SINR trend could also be expected in Fig. 4(b).
.To assess the performqnc_:e of the propd<gnty :algonthm . Nevertheless, the PER satisfactory ratio for the Dist/IRoS
with distributed opportunistic scheduler, we compare ithwi

three other schemes by using Fair Round Robin schedu?ormbmatlon is always higher than the others, which meaats th

[19] and AODV [20] routing protocol as our benchmarka improved chance for our algorithm to successfully meet th

. . . PER requirements. Furthermore, Fig. 4(b) also shows that ou
Table 1l summarizes these four comparisons. Fig. 5 shows tll?)%ting algorithm roughly has 1.5dB SINR gain if the fixed
overall network performance in terms of average integratgg '

QoS performance metric per-packet based value calculated

(3) and gateway/network throughput, with respect to traffic VI. CONCLUSIONS
inter-arrival time. Furthermore, ETE packet delay, thioogt |y this paper, a novel on-demand, fully distributed cross-
and PER average values and satisfactory ratios are plottedgyer integrated QoS routing algorithm has been proposed.
Fig. 5 to the efficiencies of our algorithms. Extensive simulation results show that a combination of the
Metric values smaller than one in Fig. 5(a) are considered @stributed opportunistic scheduler with th@oSR algorithm
packets with all QoS guarantees. While decreasing traffit, logchieves higher network performance gain when compared
this metric value for all four comparisons drop in differenty other combinations such as round-robin scheduler and
scales, because fewer packets are injected into the neamdrk oopy/ routing protocol. Moreover, the proposed integrated
therefore less queuing delay, higher packet throughpuldcoyos performance metrics can be easily extended to other
be expected in Fig. 5(c) and Fig. 5(e). However, only theetrics such as delay jitter or user-defined link utilitiasd
used for multi-path routing. The next stage of our research
will include the extension of this framework to incorporate
MIMO antennas to further improve the network performance

heduling is used.

TABLE I
FOUR COMPARISONS

MAC Scheduling Routing | Cross-Layer Term in non-line-of-sight (NLOS) environments.
1 Fair Round Robin AODV RR/AODV
2 Fair Round Robin IQoSR RR/IQoSR
3 | Distributed Opportunistici, AODV Dist/AODV
4 | Distributed Opportunistic| 1QoSR Dist/IQoSR
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