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Abstract—We consider the problem of relay-assisted transmis-
sion for cellular networks. In the considered system, a source
node together with n relay nodes are selected in a proportionally
fair (PF) manner to transmit to the base station (BS), which
uses the maximal ratio combining (MRC) to combine the signals
received from the source node in the first half slot and the n
relay nodes in the second half slot for successful reception. The
proposed algorithm incorporates the PF criterion and cooperative
diversity, and is called proportionally fair cooperation (PFC).
Compared with the proportional fair scheduling (PFS) algorithm,
PFC provides improved efficiency and fairness.

The ordinary differential equation (ODE) analysis used to
study PFS cannot be used for PFC, otherwise one has to solve a
large number of nonlinear and interrelated ODE equations which
is time-prohibited. In this paper, we present a mathematical
framework for the performance of PFC. The cornerstone of our
framework is a realistic yet simple model that captures node
cooperation, fading, and fair resource allocation-induced depen-
dencies. We obtain analytical expressions for the throughput gain
of PFC over traditional PFS without node cooperation. Compared
with the highly time-consuming ordinary differential equation
(ODE) analysis, our formulae are intuitive yet easy to evaluate
numerically.

To our knowledge, it is the first time that a closed-form expres-
sion is obtained for the throughput of relay-assisted transmission
in a cellular network with the PF constraint.

Index Terms—relay-assisted transmission, proportional fair-
ness, cellular networks.

I. INTRODUCTION

THIS paper proposes and analyzes a practical cooperative

diversity scheme for cellular networks. The rationale for

the extraordinary interest in exploiting cooperative techniques

in wireless networks is very clear, as demonstrated by the

high volume of publications in recent years [1]–[11]. In this

direction, we consider a cooperative diversity scheme, i.e.,

relay-assisted transmission which requires minimum coopera-

tion among nodes, for time-division-multiple-access (TDMA)

cellular networks and focuses on the throughput performance.

Inspired by the opportunistic relaying method proposed by

Bletsas [6] wherein one relay r with the best source-relay-

destination path is selected for relaying, this research considers

the problem of how to select the set of relays with the “best”

source-relayset-destination path for relaying. Specifically, in

a TDMA cellular network with relay-assisted transmission, a
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Node m together with an n-node relayset Φ (m /∈ Φ) are

selected by the base station (BS) to transmit at next slot in a

collaborative manner. There are totally N
(

N−1
n

)

(m, Φ) pairs

in an N -node cellular network. Once the “best” pair (m, Φ) is

selected, Node m will transmit and all nodes in Φ will function

as decode-and-forward (DF) relays [4]. The BS will store the

signal received from m in the first half slot and use it together

with the signals received from the n relays in the second half

slot for successful decoding. Without node cooperation, the

BS will only decode using the signal received from m. With

this scheme, better performance can be achieved as the BS

will decode using the signals from n + 1 branches.

Unlike network multiple-input multiple-output (MIMO) or

distributed beamforming systems [12]–[15] where synchro-

nization among distributed antennas is typically an issue,

our method implements maximal ratio combining (MRC)

for decoding, which does not require perfect synchronization

among all branches and is typically seen in practical systems.

The performance of the considered system not only depends

on node cooperation, it also depends on the metric used to

select the (m, Φ) pair. In [16], a set of allocated rates is

called proportionally fair (PF) if any other allocation results in

non-positive aggregate change. Originally from Kelly’s work

[16], the proportionally fair scheduling (PFS) algorithm [17]–

[21] has spurred the development of network utility maximiza-

tion algorithms since 1997 [22]–[26], and is implemented in

current 3G networks [27] as the most-cited NUM method.

By assigning each user a rate that is inversely proportional

to its anticipated resource consumption [17], PFS has shown

excellent balance between throughput and fairness via multi-

user diversity and game-theoretic equilibrium. In light of this,

we apply the PF criterion in selecting the pair (m, Φ) for relay-

assisted transmission in cellular networks, and the scheduling

algorithm is called proportionally fair cooperation (PFC).

Our objective is to analyze the performance of PFC. We

would like to point out that the ordinary differential equation

(ODE) analysis used to study PFS [17] can be extended to

study PFC. In a recent research, Zhou and Fan etc. [28] have

used the ODE analysis to study the throughput performance

of cooperative proportional fair scheduling (CPF) for a multi-

base-station scenario, where multiple BSs cooperatively trans-

mit to a user. In [17], Kushner and Whiting have proved

that for an N -node cellular network, the long-term PFS

throughputs of users can be obtained by solving N ODE

equations. Similarly, Zhou and Fan etc. [28] have proved that

for an M -BS, N -node multi-base-station system, the long-

term CPF throughputs of the users can be obtained by solving

M×N ODE equations.
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While the ODE analysis is quite accurate, the problem is

that it is highly time-consuming, especially because the ODE

equations involved are nonlinear and interplay with each other

in an intricate manner. For a network configuration of N =20
users, let say n=2 relays are used in relaying, then using the

ODE analysis to study our PFC algorithm requires solving

N ×
(

N−1
n

)

= 3420 non-linear ODEs. This is totally time-

prohibited and thus new method is needed for the analysis of

PFC. Towards this end, we derive a mathematical framework

to quickly estimate the PFC throughput without using the

highly time-consuming ODE analysis.

By simulation, it turns out that PFC considerably improves

the system throughput while at the same time exhibits in-

creased fairness compared with PFS, and the analytical model

presented here is of closed-form and hence easy to evaluate. In

our experiment, the analytical model provides highly accurate

estimate of the simulated throughput for all users.

The paper is structured as follows. In Section II, we first

describe relay-assisted transmission in cellular networks and

the resulting problem formulations, we then propose the PFC

algorithm that maximizes the overall utility of a cellular

network with relay-assisted transmission. After that, analytical

results of PFC are provided in Section III. Finally, Section IV

conducts simulations to validate the theoretical model, and

presents results to evaluate the throughput and fairness perfor-

mance of PFC, followed by the conclusion in Section V.

II. SYSTEM MODEL

We start with a TDMA cellular network without relays.

For an N -node TDMA cellular network, let’s consider the

problem where these N nodes wish to transmit data to the

BS, and the rates of transmission are randomly varying due to

channel fluctuations. Time is divided into small scheduling

intervals called slots. The selection of a node to schedule

is based on a balance between throughput and fairness. PFS

[16] performs this by comparing the ratio of the achievable

rate (i.e., capacity) for each node to its short-term average

throughput tracked by an exponential moving average, which

is defined as the preference metric. The node with the maxi-

mum preference metric will be selected for transmission at the

next slot. This is described mathematically as follows. The

end of slot t is called time t. In next time slot t + 1, the

achievable data rate of Node j will be Rj [t+1]. Its throughput

up to time t is denoted by µj [t], and the preference metric by

Mj [t+1]=Rj[t+1] /µj [t] .

According to the PFS algorithm used in current 3G networks

[27], Node i = argmaxj Mj [t+1] will be scheduled in next

slot t+1. The throughput of Node j is updated by

µj [t+1]=

(

1−
1

k

)

µj [t]+Ij[t+1]×
Rj [t+1]

k
. (1)

where k is the smooth factor (a positive typically >50), Ij [t+1]
is the indicator function of the event that Node j is scheduled

to transmit in slot t + 1.

Ij [t+1]=

{

1, j is scheduled in slot t+1

0, else
(2)

It is known that the PFS algorithm above maximizes the

overall utility
∑

i U(µi) where µi is the long-term average

throughput, U(µi) = ln(µi) is the utility function defined for

elastic flows [16].

A. Relay-Assisted Transmission

Now consider a TDMA cellular network with relays as

shown in Fig. 1, where the source node m transmits to the BS

with the help of a set of n relays Φ= {r1, r2, . . . , rn}. Each

node has a single antenna operating in half duplex mode, and

can function as a DF relay as needed.

Unlike the BS in a traditional cellular network where only

one node is selected for transmission at a time, the BS in the

considered relay-assisted cellular network schedules a number

of nodes (m, Φ) for transmission which occurs over two

orthogonal half timeslots.

r:  Mobile node acting as relay

m: Mobile node

: Broadcast link

: Cooperative link

BS

m

r1

rn

r2

T

m

m BS

0.5T 0.5T
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Fig. 1. Relay-assisted transmission in a cellular network

Let Ψ denote the set of all nodes in the network, Θ the

set of relayset Φ, Θ = {Φ| |Φ| = n}, and Ω = {(m, Φ)|m ∈
Ψ, Φ ∈ Θ, m /∈ Φ} the set of all possible pairs. For an N -node

cellular network, there are totally K =N
(

N−1
n

)

(m, Φ) pairs.

Refer to Fig. 1, a transmission over a broadcast link together

with a transmission over the correspondingly cooperative link

compose a two-phase, relay-assisted transmission. A relay-

assisted transmission is completed in two orthogonal half

timeslots. Once a pair (m, Φ) is selected for relay-assisted

transmission, Node m will broadcast to both Φ and the BS

with power Pm during the first half timeslot. Note that Φ will

decode while the BS will only store the signal received from

m in the first half timeslot. After successful decoding, relay

node ri ∈Φ (i = 1, 2, . . . , n) will transmit with power Pri
to

the BS in the second half timeslot. The BS will then decode

using the signals received from Φ in the second half timeslot

and the stored signal received from m in the first half timeslot.

Let xm be the symbol sent by m, yBS,m be the symbol

received at the BS from m during the first half timeslot, yBS,ri

be the symbol received at the BS from relay ri during the

second half timeslot, and yri,m be the received symbol at ri

from m during the first half timeslot. The complex channel

gains from m to the BS, m to ri, and ri to the BS are denoted

by hm,BS, hm,ri
, and hri,BS respectively. The channel gains
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are assumed to be identical in both half timeslots. The channel

equations are

yBS,m =
√

Pmhm,BSxm + nBS,m. (3)

yri,m =
√

Pmhm,ri
xm + nri,m. (4)

yBS,ri
=
√

Pri
hri,BSxm + nBS,ri

. (5)

where nBS,m, nri,m, and nBS,ri
are circularly symmetric

complex Gaussian noise CN(0, N0W ) at the m → BS,

m→ ri, and ri →BS links respectively, where W is system

bandwidth.

Unless otherwise specified, W is normalized to 1 Hz. We

use m→Φ, (m, Φ)→BS to denote broadcast and cooperative

links. Let Rm,ri
, RB

m,Φ, and RC
m,Φ be the achievable data rates

of link m→ ri, broadcast link m→Φ, and cooperative link

(m, Φ)→BS. Successful decoding of xm at ri requires

Rm,ri
= log2

(

1 +
Pm|hm,ri

|2

N0W

)

= log2 (1 + SNRm,ri
) . (6)

where SNRm,ri
is the received signal-to-noise ratio (SNR) of

the m→ri link.

Let RB
m,Φ be the achievable data rate at which m can

broadcast to all relays in Φ. Successful decoding at all relays

in Φ requires

RB
m,Φ = min

∀ri∈Φ
Rm,ri

= log2

(

1 + min
∀ri∈Φ

SNRm,ri

)

= log2

(

1 + SNRB
m,Φ

)

. (7)

where SNRB
m,Φ , min∀ri∈Φ SNRm,ri

represents the effective

SNR of broadcast link m→Φ.

Maximal ratio combining (MRC) is used at the BS to

combine the signals received from relays r1 ∼ rn during the

second half timeslot and the stored signal received from m
during the first half timeslot. Unlike distributed beamforming

[15] where received amplitude is the sum of the signal

amplitudes of all branches and thus perfect synchronization

(i.e., frequency, phase, and time synchronizations) is needed,

MRC does not require perfect synchronization and is typically

seen in practical systems. With MRC, the combined SNR is

the sum of the SNRs of all diversity branches. Consequently,

successful decoding at the BS requires

RC
m,Φ = log2

(

1 +
Pm|hm,BS|

2 +
∑

∀ri∈Φ Pri
|hri,BS |

2

N0W

)

= log2

(

1 + SNRm,BS +
∑

∀ri∈Φ

SNRri,BS

)

= log2

(

1 + SNRC
m,Φ

)

. (8)

where SNRm,BS and SNRri,BS are the received SNRs of the

m → BS and ri → BS links, and SNRC
m,Φ , SNRm,BS +

∑

∀ri∈Φ SNRri,BS represents the effective SNR of cooperative

link (m, Φ)→BS after MRC.

Let RΦ
m,BS be the achievable data rate from m to the BS

with the aid of relayset Φ. We have

RΦ
m,BS = min

(

RB
m,Φ, RC

m,Φ

)

. (9)

B. Problem Formulation

The superior performance of PFS encourages the application

of proportional fairness in relay-assisted cellular networks.

Similar to the traditional PFS problem in a cellular network

without relays, for a relay-assisted cellular network with the PF

constraint, the objective is to maximize the overall logarithmic

utility of all (m, Φ) pairs. This is formulated as follows

max
∑

(m,Φ)∈Ω

ln
(

µΦ
m,BS

)

. (10)

s.t.,

IΦ
m,BS [t + 1] =

{

1 if pair (m, Φ)∈Ω is scheduled

0 else
. (11)

µΦ
m,BS [t + 1] =

(

1 −
1

k

)

µΦ
m,BS[t]

+ IΦ
m,BS [t + 1] ×

RΦ
m,BS [t + 1]

k
. (12)

RΦ
m,BS [t + 1] = min

(

RB
m,Φ[t + 1], RC

m,Φ[t + 1]
)

. (13)

where IΦ
m,BS [t + 1] is the indicator function of the event

that pair (m, Φ) ∈ Ω is scheduled to transmit in slot t + 1,

RΦ
m,BS [t]’s k-point moving average throughput (i.e., short-

term average throughput) up to time t is denoted by µΦ
m,BS [t],

µΦ
m,BS =E[µΦ

m,BS] represents the long-term average through-

put of pair (m, Φ)
Equation (11) indicates that at each time slot, one node

together with one relay set are selected for transmission at

next time slot. The min operation in (13) accounts for the

successful decoding required at both Φ and the BS.

C. Proportionally Fair Cooperation (PFC)

For the above optimization problem, we propose the fol-

lowing proportionally fair cooperation (PFC) algorithm.

As pointed out earlier, it has been proved that PFS maxi-

mizes the overall logarithmic utility of a cellular network by

scheduling Node j having the maximum PF metric
Rj [t+1]

µj [t]

[16]. Applying this to a relay-assisted cellular network, we

have the solution to problem (10) by scheduling pair (m, Φ)

having the maximum metric
RΦ

m,BS [t+1]

µΦ

m,BS
[t]

. We call this a pro-

portionally fair cooperation (PFC) algorithm, which is shown

in Algorithm 1 in pseudo-code.

Algorithm 1 is similar to the traditional PFS except that

it considers (node, relayset) pairs instead nodes. Specifically,

lines 5 − 9 are used to find one pair (m∗, Φ∗) with the max-

imum PF metric. Once (m∗, Φ∗) is found, the BS schedules

Node m∗ and relayset Φ∗ for two-phase transmission in next

slot as illustrated in Fig. 1. Lines 11 − 14 are then used to

update the throughputs of all pairs using Equations (11) and

(12). After that, the algorithm proceeds to next slot.
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Algorithm 1: Proportionally Fair Cooperation (PFC) Algo-
rithm

/* k, network size N, node set Ψ, relay

set’s set Θ, various link capacity at

each slot */

Input: k, N, Ψ, Θ,RB
m,Φ, RΦ,BS (∀m ∈ Ψ, Φ ∈ Θ, m /∈ Φ);

/* Initialization */

Ω = {(m, Φ)|m ∈ Ψ, Φ ∈ Θ, m /∈ Φ}; /* pair set */1

t = 0; /* current slot */2

/* initialize throughput to small value */

µΦ

m,BS [0] = 0.000001(∀m, Φ ∈ Ω);3

for t ≥ 0 do4

for m, Φ ∈ Ω do5

/* achievable rate of relay-assisted

transmission */

RΦ

m,BS [t + 1] = min
(

RB
m,Φ[t + 1], RC

m,Φ[t + 1]
)

;6

/* calculate PF metric */

Mm,Φ[t + 1] = RΦ

m,BS [t + 1]
/

µΦ

m,BS [t] ;7

end8

/* the pair (m∗, Φ∗) with the maximum PF

metric will be scheduled */

(m∗, Φ∗) = arg maxm,Φ Mm,Φ[t + 1];9

/* schedule m∗

, Φ∗

for two-phase

transmission as shown in Fig. 1. */

Schedule (m∗, Φ∗, RΦ
∗

m∗,BS [t + 1]);10

/* update throughputs for all pairs */

for m, Φ ∈ Ω do11

µΦ

m,BS [t + 1] = (1 − 1

k
)µΦ

m,BS [t];12

end13

/* update throughput of (m∗, Φ∗) correctly

to reflect it is scheduled */

µΦ

m,BS [t + 1] = µΦ

m,BS [t + 1] + RΦ

m,BS [t + 1]/k;14

t = t + 1; /* proceed to next slot */15

end16

To implement PFC, the BS needs to know the channel state

information (CSI) of both the m → BS and m → ri links.

Relay needs to know the CSI of the m to relay link, which

will be sent to the BS. We assume that the network operates in

a slow fading scenario, so that channel estimation is possible

and CSI is available at both the BS and relays.

The differences between PFC and PFS are: in an N -node

cellular network, with PFS the BS will schedule N nodes

while with PFC the BS will schedule N
(

N−1
n

)

“nodes” (i.e.,

pairs); with PFS, the achievable rate of Node m is estimated

by the link quality of m→BS, while with PFC, the achievable

rate of the pair (m, Φ) should be estimated by the link quality

of both m→Φ and (m, Φ)→BS.

D. Practical Consideration

While PFC uses commercially available PFS algorithm and

incorporates MRC to avoid the synchronization issue, we

should point out that PFC may still suffer from the complexity

issue as it has to enumerate N
(

N−1
n

)

(m, Φ) pairs. When both

N and n are large, PFC may not be feasible for practical

implementation. In practice, we should limit n (i.e., the size

of relayset) to be 1 or 2.

The complexity of PFC could be greatly reduced by de-

coupling the relayset selection from the scheduling algorithm.

In other words, for each node m in the network, one can

assign a fixed relayset Φm to each node. Once the relaysets

are assigned to all the nodes in the network, the PFS algorithm

can be applied to obtain proportional fairness among these

(m, Φm) pairs. The BS uses the same procedure as shown

in Fig. 1 to MRC combine signals from both m and Φm for

successful reception. To differentiate from PFC, we call this

decoupled method proportionally fair cooperation with fixed

relays (PFC-FR). Obviously, PFC-FR only needs to schedule

N (m, Φm) pairs. While complexity is remarkably reduced

in PFC-FR, simulation (see Subsection IV-B) shows that, this

decrease in complexity comes at a price of 11.4% decrease in

throughput compared with PFC.

III. ANALYSIS OF PFC OVER A RAYLEIGH

FLAT FADING CHANNEL

The proposed PFC algorithm presented in Subsection II-C

is a solution for the optimization problem given by Equa-

tions (10)-(13). In this section, we analyze PFC over Rayleigh

flat fading channels, and provide theoretical results. Specifi-

cally, we obtain a closed-form expression for the long-term

throughput of each node for the PFC algorithm developed.

For the analysis, we use the following assumptions:

• Both direct and cooperative links are Rayleigh flat faded;

• The fading between any different links is mutually inde-

pendent but not necessarily identical distributed;

• Channel fading keeps constant over each slot, and varies

from slot to slot;

• Maximal ratio combining (MRC) is used at the BS to

combine the signals from the source and relay nodes.

We considers pedestrian or fixed broadband access envi-

ronments. According to [29], the channel can be considered

as wide-sense stationary (WSS) as long as the mobile node

moves within a range in the dimension of a few tens of the

wavelength of the carrier signal, which corresponds to ∼ 10 m

distance at 2.0 GHz carrier frequency. At pedestrian speed, if

each scheduling slot is 1 ms, the channel can be considered

as WSS in ∼ 10000 slots. As such, the achievable rate R of

the channel is assumed WSS throughout the analysis.

To include the distance-dependent path loss, we use the

model seen in [4], i.e.,, the instantaneous SNR is the mul-

tiplication of the average SNR (determined by path loss and

shadowing1) with an randomly fading variable. This results

in a single random variable that jointly models path loss and

fading. Consequently, the instantaneous SNR of a Rayleigh

fading link is modeled as an exponentially distributed random

variable with a probability density function (pdf) given by

ρ(x) =
1

SNR
× e−x/SNR . (14)

where SNR denotes the average SNR determined by the

distance-dependent path loss.

We use SNRm,ri
, SNRm,BS , SNRB

m,Φ, and SNRC
m,Φ to de-

note the average SNRs of the m → ri, m → BS, m → Φ,

1Without loss of generality, shadowing is not considered here.
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and (m, Φ) → BS links, respectively. As SNRm,ri
is an

independent, exponentially distributed random variable, with

SNRB
m,Φ , min∀ri∈Φ SNRm,ri

, the instantaneous SNR of

broadcast link m → Φ is also an exponentially distributed

random variable, with a pdf given by

ρB
m,Φ(x) =

1

SNRB
m,Φ

× e
−x
/

SNRB
m,Φ . (15)

where SNRB
m,Φ =1

/

∑

i∈Φ

1

SNRm,ri

With our setting, cooperative link is assumed Rayleigh

faded. The pdf of SNRC
m,Φ, i.e., the SNR of the (m, Φ)→BS

link after MRC, is given by

ρC
m,Φ(x) =

1

SNRC
m,Φ

× e
−x
/

SNRC
m,Φ . (16)

where SNRC
m,Φ = SNRm,BS +

∑

∀ri∈Φ SNRri,BS is obtained

as we are using MRC reception.

With (7) and (8), (9) can be re-written as

RΦ
m,BS = log2

(

1 + min
(

SNRB
m,Φ, SNRC

m,Φ

))

= log2

(

1 + SNRΦ
m,BS

)

. (17)

where SNRΦ
m,BS , min

(

SNRB
m,Φ, SNRC

m,Φ

)

represents the

effective SNR for the two-phase, relay-assisted transmission.

According to the above discussion, SNRB
m,Φ and SNRC

m,Φ

are independent, exponentially distributed random variables.

This means that SNRΦ
m,BS is also an exponentially distributed

random variable, with a pdf given by

ρΦ
m,BS(x) =

(

1

SNRB
m,Φ

+
1

SNRC
m,Φ

)

×e

(

− x

SNRB
m,Φ

+
− x

SNRC
m,Φ

)

=

(

∑

ri∈Φ

1

SNRm,ri

+
1

SNRm,BS+
∑

ri∈Φ SNRri,BS

)

×e

(

∑

ri∈Φ

− x

SNRm,ri

+
− x

SNRm,BS+
∑

ri∈Φ SNRri,BS

)

.

(18)

Obviously, the expectation of SNRΦ
m,BS is given by

SNRΦ
m,BS =

1

∑

ri∈Φ

1

SNRm,ri

+
1

SNRm,BS+
∑

ri∈Φ SNRri,BS

.

(19)

We now use an interesting result on rate modeling for a

Rayleigh fading channel. Smith and McKay etc. [30], [31]

have shown that, in Rayleigh or Ricean fading networks,

the achievable rate R = log2[1+SNR] can be approximated

modeled by a normally distributed random variable with

extremely high accuracy. Specially, for a single-input-single-

output (SISO) link over a Rayleigh flat fading channel, the

Normal distribution is characterized by a mean and variance

given as follows

E[R] =

∫ ∞

0

e−x × log2

(

1 + SNR × x
)

dx. (20)

σ2
R =

∫ ∞

0

e−x×
(

log2

(

1 + SNR × x
))2

dx−(E[R])2 . (21)

Using this result, one can model RΦ
m,BS as a normally dis-

tributed random variable, and we have the following theorem.

Theorem 1 In a Rayleigh flat fading cellular network with

relay-assisted transmission, the achievable rate RΦ
m,BS can

be characterized by a normally distributed random variable.

Specifically, with (19), (20) and (21), we obtain the Normal

distribution that characterizes RΦ
m,BS

E[RΦ
m,BS ] =

∫ ∞

0

e−xdx

×log2











1 +
x

∑

ri∈Φ

1

SNRm,ri

+
1

SNRm,BS +
∑

ri∈Φ SNRri,BS











.

(22)

σ2
RΦ

m,BS

= −
(

E[RΦ
m,BS]

)2
+

∫ ∞

0

e−xdx

×











log2











1+
x

∑

ri∈Φ

1

SNRm,ri

+
1

SNRm,BS +
∑

ri∈Φ SNRri,BS





















2

.

(23)

With the above discussion for Rayleigh flat fading envi-

ronments, the achievable rate of a node m in a PFS cellular

network and the capacity of a pair (m, Φ) in a PFC cellular

network can both be characterized by Normal distribution.

In the following, the analysis starts with a PFS cellular

network and then extends to a PFC cellular network using

the above property for RΦ
m,BS. Note that some results on PFS

can be found in our previous work [32]. The main drawback

of the analysis in [32] is that we required (average through-

put)/(average achievable rate) to be constant for all users to

simply the analysis. This is in fact a unrealistic assumption.

In this paper instead, we do not have such limitation and the

analysis on PFS has been extended to study the proposed PFC

algorithm. Interestingly, it is shown later that the analytical

result on PFS is indeed a special case of that on PFC when

there is no relay.

Before presenting our analytical results, we first provide

some lemmas and corollaries.

A. Lemmas and Corollaries

Kelly [16] has provided the following formal definition of

proportional fairness.

Definition 1 Let s denote a user and S the set of all users

in the network. A vector of throughputs x = (xs, s ∈ S) is

proportionally fair if it is feasible and if for any other feasible
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vector x∗, the aggregate of proportional changes is zero or

negative:
∑

s∈S

(x∗
s − xs)/xs ≤ 0.

Regarding the achievable rate over a Rayleigh flat fading

channel, we have the following two lemmas

Lemma 1 For a SISO or MIMO link over a Rayleigh flat

fading channel, σR w.r.t E[R] is monotonically increasing,

concave.

Proof: Please refer to Appendix A.

Lemma 2 In a PFS cellular network with Rayleigh flat fad-

ing, we have σRi

/

σRj
≤ E[µi] /E[µj ] ≤ E[Ri] /E[Rj ] ,

given E[Rj ] ≤ E[Ri] for two users i, j.

Proof: Please refer to Appendix B.

Lemma 3 Let Yk(x) be a non-negative, monotonically in-

creasing function of x (k = 1, 2, . . . , N ), if it satisfies 1)

x ≥ 0, and 2) ci /cj ≤ bi /bj ≤ ai /aj (∀ai ≥ aj), with

positive ai, aj , bi, bj, ci, cj (∀i, j = 1, 2, . . . , N ), we have

N
∏

∀i6=j,i=1

Yi

(

bi

bj
x

)

≤
∏

∀i6=j,ai≥aj

Yi

(

ai

aj
x

)

∏

∀i6=j,ai<aj

Yi

(

ci

cj
x

)

. (24)

N
∏

∀i6=j,i=1

Yi

(

bi

bj
x

)

≥
∏

∀i6=j,ai≥aj

Yi

(

ci

cj
x

)

∏

∀i6=j,ai<aj

Yi

(

ai

aj
x

)

. (25)

Proof: Please refer to Appendix C.

We then have the following corollary,

Corollary 1 Let Yk(x) be a non-negative, monotonically in-

creasing function of x (k = 1, 2, . . . , N ), if it satisfies 1)

x ≥ 0, and 2) ci /cj ≤ bi /bj ≤ ai /aj (∀ai ≥ aj), with

positive ai, aj , bi, bj, ci, cj (∀i, j = 1, 2, . . . , N ), we have

N
∏

∀i6=j,i=1

Yi

(

bi

bj
x

)

≤
∏

∀i6=j,ai<aj

Yi

(

ci

cj
x

)

×
∏

∀i6=j,ai≥aj

Yi

(

ai

aj
x + ai −

ci

cj
aj

)

N
∏

∀i6=j,i=1

Yi

(

bi

bj
x

)

≥
∏

∀i6=j,ai≥aj

Yi

(

ci

cj
x

)

×
∏

∀i6=j,ai<aj

Yi

(

ai

aj
x + ai −

ci

cj
aj

)

Proof: ci/cj ≤ ai/aj, ∀ai > aj , ⇒
∏N

∀i6=j,ai≥aj
Yi

(

ai

aj
x
)

≤
∏N

∀i6=j,ai≥aj
Yi

(

ai

aj
x+ai−

ci

cj
aj

)

, and
∏N

∀i6=j,ai<aj
Yi

(

ai

aj
x
)

≥
∏N

∀i6=j,ai<aj
Yi

(

ai

aj
x + ai −

ci

cj
aj

)

. Substituting into (24) and

(25) finishes the proof.

B. Theoretical Results for PFS and PFC

In a cellular network with Rayleigh flat fading, since the

achievable rate is modeled by a normally distributed random

variable [30], [31], with Lemma 1, Lemma 2 and Corollary 1,

we have the following theorem for PFS.

Theorem 2 (PFS Throughput) For an N -node PFS cellular

network with Rayleigh flat fading, the long-term average

throughput of Node i is given by

E[µi] =
E[Ri]

N
×
(

1 − [φ (−Mi)]
N
)

+

∫ ∞

−Mi

yσiρ(y) × [φ(y)]
N−1

dy. (26)

where Ri and µi are the achievable rate and throughput

of Node i, E[Ri] and σi denote the statistical average and

standard deviation of Ri, Mi =E[Ri] /µi , ρ(·) and φ(·) are

the pdf and cdf of zero mean, unit variance standard normal

distribution.

Proof: Please refer to Appendix D.

We now have the important theoretical result for PFC.

Theorem 3 For an N -node PFC cellular network with

Rayleigh flat fading, the long-term average throughput of Node

m is given by

E[µm] =
∑

Φ∈Θ,m/∈Φ

E[µΦ
m,BS ]

=
∑

Φ∈Θ,m/∈Φ





E[RΦ

m,BS]

N(N−1

n )
×
(

1 − [φ (−Mm,Φ)]N(N−1)
)

+
∫∞

−Mm,Φ
yσRΦ

m,BS
ρ(y)×[φ(y)]N(N−1

n )−1dy



.

(27)

where E[RΦ
m,BS ] and σRΦ

m,BS
denote the statistical av-

erage and standard deviation of RΦ
m,BS , Mm,Φ =

E[RΦ
m,BS ]

/

σRΦ

m,BS
.

Proof: For the given cellular network, there are N
(

N−1
n

)

possible pairs. In the beginning of this section, we have proved

that in a Rayleigh fading cellular network with relay-assisted

transmission, the achievable rate RΦ
m,BS of pair (m, Φ) can

be modeled as a normally distributed random variable (Theo-

rem 1). With Theorem 2, we have

E[µΦ
m,BS ] =

E[RΦ
m,BS ]

N
(

N−1
n

) ×
(

1 − [φ (−Mm,Φ)]
N(N−1

n )
)

+

∫ ∞

−Mm,Φ

yσRΦ

m,BS
ρ(y)×[φ(y)]

N(N−1

n )−1
dy. (28)

where E[RΦ
m,BS ] and σRΦ

m,BS
are given by (22) and (23).

Since E[µm] =
∑

Φ∈Θ,m/∈Φ E[µΦ
m,BS ], Theorem 3 follows

immediately.

One can justify that (27) reduces to (26) if no relay is used

(i.e., Φ has n=0 relay). In such case, PFC is indeed PFS.

With Theorems 2 and 3, we have the following corollary.
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Corollary 2 For Node m in a Rayleigh fading cellular net-

work, the throughput gain of PFC over PFS is

Gm =

∑

Φ∈Θ,m/∈Φ





E[RΦ

m,BS]

N(N−1

n )
×
(

1 − [φ (−Mm,Φ)]
N(N−1

n )
)

+
∫∞

−Mm,Φ
yσRΦ

m,BS
ρ(y)×[φ(y)]

N(N−1

n )−1
dy





(

E[Rm]
N ×

(

1 − [φ (−Mm)]N
)

+
∫∞

−Mm
yσmρ(y) × [φ(y)]

N−1
dy

) .

(29)

Remark 1 Numerical calculations show that

(φ(−Mm))N ≪ 1, (φ(−Mm,Φ))N(N−1) ≪ 1,
∫∞

−Mm
yρ(y) [φ(y)]

N−1
dy ≈

∫∞

−∞
yρ(y) [φ(y)]

N−1
dy,

∫∞

−Mm,Φ
yρ(y)[φ(y)]

N(N−1

n )−1
dy ≈

∫∞

−∞
yρ(y)[φ(y)]

N(N−1

n )−1
dy,

so Theorem 2, Theorem 3 and Corollary 2 reduce to the

following forms,

E[µi] =
E[Ri]

N
+σi

∫ ∞

−∞

yρ(y) [φ(y)]
N−1

dy. (30)

E[µm] =
EC [Rm]

N
+

(

N−1

n

)

σC
Rm

∫ ∞

−∞

yρ(y)[φ(y)]
N(N−1

n )dy.

(31)

Gm =

EC [Rm]
N +

(

N−1
n

)

σC
Rm

∫∞

−∞
yρ(y)[φ(y)]

N(N−1

n )dy

E[Rm]
N + σm

∫∞

−∞
yρ(y)[φ(y)]

N−1
dy

. (32)

where EC [Rm] ,
∑

Φ∈Θ,m/∈Φ E[RΦ
m,BS ]

/

(

N−1
n

)

, σC
Rm

,
∑

Φ∈Θ,m/∈Φ σRΦ

m,BS

/

(

N−1
n

)

.

In PFC, since there are
(

N−1
n

)

possible relaysets for each

node m, EC [Rm] and σC
Rm

indeed represent the average and

standard deviation of the achievable rate of Node m with the

help of relaying. According to (20) and (21), E[R] and σR

are both increasing functions of SNR. With MRC reception,

the received SNR is increased. Hence for any relayset Φ, we

have E[RΦ
m,BS ]>E[Rm] and σRΦ

m,BS
>σRm

, where E[Rm],

σRm
represent values without relaying. Obviously EC [Rm]>

E[Rm], σC
Rm

>σRm
.

Define A(K) , K
∫∞

−∞
yρ(y)[φ(y)]

K−1
dy (K = 1, 2, . . .),

(30)-(32) are re-written as

E[µi] =
E[Ri] + A(N)σRi

N
. (33)

E[µm] =
EC [Rm] + A(N

(

N−1
n

)

)σC
Rm

N
. (34)

Gm =
EC [Rm] + A(N

(

N−1
n

)

)σC
Rm

E[Ri] + A(N)σRi

. (35)

For reference, Fig. 2 plots A(K) for various K . In the

case when relaying helps little, we have EC [Rm] ≈ E[Rm],
σC

Rm
≈σRm

. Even for such case, we still have Gm > 1 since

A(K) is increasing function of K . In this case, PFC mainly

benefits from multi-user diversity. In the case when relaying

does help, we will have larger Gm, which comes from both

0 20 40 60 80 100

0.0

0.5

1.0

1.5

2.0

2.5

3.0

A
(K

)

K

Fig. 2. A(K) w.r.t K

larger A(K) and larger EC [Rm], σC
Rm

. In other words, PFC

benefits from both cooperative diversity (larger average and

standard deviation of achievable rate due to relaying) and

multi-user diversity (larger A(K) due to larger K) 2.

Corollary 2 provides a closed-form expression for quanti-

fying the throughput gain with relay-assisted transmission for

cellular networks under the PF constraint.

IV. NUMERICAL AND SIMULATION RESULTS

Numerical experiment and simulation are conducted to

evaluate the PFC algorithm.

As mentioned in Section III, we use the method in [4] to

model the instantaneous SNR, i.e., the instantaneous SNR is

modeled as an exponentially distributed random variable with

the mean SNR determined by the distance-dependent path loss.

The path loss (in dB) at distance d is modeled by

PLd = PLd0
+ α × 10 log10 (d /d0 ) . (36)

where α is path loss exponent, and PLd0
is the path loss at

reference distance d0.

The average SNR (in dB) at d is then modeled as

SNRd = SNRd0
− α × 10 log10 (d /d0 ) . (37)

where SNRd0
is the average SNR at reference distance d0.

We first performed numerical experiment to compare the

throughput performance of PFC and PFS over a Rayleigh flat

fading channel.

A. Numerical Experiment

In the numerical experiment, we use the following settings:

10 nodes n1∼n10 are placed in an area of 1.2 km×1.6 km as

shown in Fig. 3. Path loss exponent α=2.5∼4.5 for various

environments, reference distance d0 =100 m, average SNR at

d0 is SNRd0
=30 dB.

Equations (20) and (21) are used to calculate the mean and

standard deviation of the achievable rate in direct transmission;

(22) and (23) are used to calculate the mean and standard

2Though some researchers may view cooperative diversity as another form
of multi-user diversity, here we differentiate it from multi-user diversity for
ease of exposition.
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Fig. 3. Network Topology: a 10-node cellular network
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Fig. 4. PFC vs. PFS: theoretical result - a throughput comparison

deviation of the achievable rate in relay-assisted transmission.

Finally, we use (33), (34) and (35) to evaluate the performance

of PFS and PFC.

We use a configuration of n=1 (i.e., a relay set Φ contains

only one relay). We plot in Fig. 4 the relaying gain Gm for

each node under various path loss scenarios. We can see that

with relay-assisted transmission, PFC significantly improves

performance. Fig. 4 also shows that the PFC performance

increases with path loss exponent and bad-channel nodes

n1, n2, n3, n10 benefit more from PFC than good-channel

nodes n4∼n9. These indicate that PFC will perform better in

relatively bad communication environments.

In Fig. 4, we notice Node n5 has relatively small gain. This

is due to two reasons: 1). Node n5 locates near to the BS

and already has relatively good channel condition. This makes

relaying less efficient; 2). All possible DF relays are far from

Node n5. This means that the received SNRs may not be high

enough to allow successful decoding at the DF relays, which

in turn reduces the relaying gain.

B. Simulation

Using the configuration given in Subsection IV-A, we

evaluate the accuracy of our theoretical models by simulation.

The PFC algorithm presented in Subsection II-C is used in
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Fig. 5. PFC for the worst/medium/best node: Simulation vs. Analysis
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Fig. 6. Fairness index: PFC vs. PFS

simulations. Path loss exponent is 3.0. Moving average factor

k = 500. The simulation runs for 8000 slots. Fig. 5 depicts

the throughput curves from simulation and theoretical analysis

for n1, n7, and n9, which represent the worst-, the medium-,

and the best-channel nodes in the network.

The validity of our theoretical results is illustrated in Fig. 5

where the solid lines are the short-term throughput from

simulation and the circle ones are the long-term throughput

from analysis. We can see that the analytic results match well

with the simulation ones.

We also evaluate the fairness of PFC. As a metric of fairness

measurement, we use Jain’s fairness index [33], which is

defined as f(x1, x2, . . . , xN ) =
(

∑N
i=1 xi

)2/(

N
∑N

i=1 x2
i

)

where xi represents the long-term average throughput of User

i. In particular, f =1 corresponds to optimal fairness, and that

the larger is f , the more fair are the algorithm in allocating

throughput to the users.

In our simulations, PFC exhibits very nice fairness, with a

fairness index f ≈ 0.985, as shown in Fig. 6. We notice that

PFC has a higher fairness performance than PFS. This can be

interpreted as “correlation increases fairness” or “correlation

reduces throughput”. In simulations for PFS, user channels are

independent and hence uncorrelated. If no correlation exists

between relay-assisted user channels, PFC will have the same
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fairness as PFS since they are using the same PF metric.

However, as different nodes could be served by the same

relay, user channels are indeed correlated in PFC, resulting

in degraded throughput performance (compared with that of

PFC when no correlation is assumed)3, thus increased fairness

due to throughput-fairness tradeoff.

As mentioned earlier in Subsection II-D, the complexity of

PFC can be considerably reduced by using the decoupling

PFC-FR method. We are interested in the complexity and

performance trade-off. In the simulation for PFC-FR, for each

node m, an optimum relayset Φm is selected to be the one

that maximizes the average effective SNR of Node m, i.e.,

Φm = argΦ max SNRΦ
m,BS, where SNRΦ

m,BS is determined by

(19). We use the same configuration as before. For the network

shown in Fig. 3, simulations reveal that the overall throughputs

of PFC, PFC-FR, and PFS are 3.5 bps/Hz, 3.1 bps/Hz, and

2.7 bps/Hz, respectively. Not surprisingly, both PFC and PFC-

FR have higher throughput than PFS because of cooperative

diversity. The result also indicates that, compared with PFC,

the reduced complexity in PFC-FR comes at a price of about

11.4% decrease in throughput, which comes from reduced

multi-user diversity.

V. CONCLUSION

Relay-assisted transmission in cellular networks is a practi-

cal cooperative method that does not require complex code de-

sign to benefit from the spatial diversity. Adding proportional

fairness into cooperation, we proposed the proportionally

fair cooperation (PFC) algorithm for cellular networks. This

technique uses traditional MRC reception and thus does not

have synchronization issue typically seen in network MIMO

or distributed beamforming systems.

To facilitate research, we further analyzed PFC and pre-

sented a framework to quantify its performance. The ODE

analysis, typically used to study PFS in cellular networks

or CPF in multi-base-station systems, is not feasible for

PFC. Using results on rate modeling for Rayleigh fading

channels, we provided closed-form expressions to evaluate the

performance of PFC, without turning to the time-consuming

ODE analysis. Though this paper mainly talks about PFC, the

theoretical results presented for the PFC algorithm can also be

used to evaluate PFS where there is no relay.

Both simulation and numerical results have validated that

PFC significantly improves the throughput performance by

utilizing both cooperative diversity and multi-user diversity,

while at the same time exhibit very good fairness among

users by adding correlation to user channels. The increased

performance of PFC over PFS comes with additional overhead:

To implement PFC, the BS needs to collect the CSI of both

m to the BS and m to relay links. Relay needs to know the

CSI of the m to relay link, which is sent to the BS via a

control/feedback channel (or in piggy-back manner). In PFS,

the BS only needs to know the CSI of N links, while the BS

in PFC needs to know the CSI of N +N × N−1
2 = N × N+1

2

3For the simplest case that channels are fully correlated, one can easily
apply the ODE analysis to show that both PFC and PFS reduce to round-
robin (RR) scheduling, which does not have the multi-user diversity gain.

 

0 5 10 15 20 25 30
0.0

0.5

1.0

1.5

2.0

Mean value E@RD HbpsêHzL

S
ta

n
d
a
rd

D
e
v
ia

ti
o
n
s

R
Hb

p
s
êH

z
L

1 x1

1 x2 and 2 x1

1 x5 and 5 x1

2 x5 and 5 x2

2 x2

5 x5

Fig. 7. σR vs. E[R]: Rayleigh flat fading SISO/MIMO channel

links; the CSI of N × N−1
2 m to relay links should be sent

to the BS. Considering the complexity, we should limit the

size of relayset to be 1 or 2 for PFC. Alternatively, one can

use the decoupling PFC-FR method to reduce implementation

complexity, at a price of about 11.4% decrease in throughput.
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APPENDIX A

PROOF OF LEMMA 1

Equations (20) and (21) provide the mean and variance of

R for a Rayleigh fading SISO channel, respectively. For the

t×r MIMO communication between two peers where t and r
are the number of transmit and receive antenna, we have [30],

[34]

E[R] =

∫ ∞

0

ω(λ)
m−1
∑

k=0

k!λn−me−λ

(k + n − m)!

[

Ln−m
k (λ)

]2
dλ. (38)

σ2
R =

∫ ∞

0

ω2(λ)
m−1
∑

k=0

k!λn−me−λ

(k + n − m)!

[

Ln−m
k (λ)

]2
dλ

−

m−1
∑

i=0

m−1
∑

j=0

[

i!j!

(i + n − m)!(j + n − m)!

]

×

(∫ ∞

0

λn−me−λLn−m
i (λ)Ln−m

j (λ)ω(λ)

)2

.(39)

where ω(λ)=log2(1+SNR·λ/t), m=min(t, r), n=max(t, r),
Ln−m

k (·) is generalized Laguerre polynomials of order k.

With (20), (21), (38) and (39), one can prove dσR

dE[R] > 0

and 1
dE[R]

(

σR

dE[R]

)

<0 for both SISO and MIMO cases, i.e., σR

w.r.t E[R] is monotonically increasing, concave. For reference,

we plot in Fig. 7 the curves σR vs. E[R] to show the concavity

for both SISO and MIMO cases.
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APPENDIX B

PROOF OF LEMMA 2

In wireless networks, both channel fluctuation (i.e., σR)

and average channel quality (i.e., E[R]) contribute to average

throughput. Without lost of generality, a very small increase

in average throughput can be written as ∆E[µ∗] = f∗ ·E[R]·
∆SNR+g∗ ·σR ·∆SNR where f∗ > 0, g∗ > 0 represent the

weights of E[R] and σR, respectively.

In an N -user cellular network, let say users i, j are provided

average throughputs of E[µi] and E[µj ] when PFS is used.

We assume E[µi]≥E[µj ].
If a scheduling algorithm other than PFS is able to increase

E[µi] to E[µi]+∆E[µ∗
i ] and decrease E[µj ] to E[µj ]−∆E[µ∗

j ],
while keeping other users’ average throughputs unchanged, ac-

cording to the definition of proportional fairness (Definition 1),

we have
∆E[µ∗

j ]

E[µj ]
≥

∆E[µ∗
i ]

E[µi]
. (40)

Lemma 1 shows that
σRi

E[Ri]
≤

σRj

E[Rj ]
. Since

∆E[µ∗

i ]
∆E[µ∗

j
] =

f∗·E[Ri]+g∗·σRi

f∗·E[Rj]+g∗·σRj

, we have

∆E[µ∗
i ]

∆E[µ∗
j ]
≥

σRi

σRj

. (41)

Combining (40) and (41), we obtain

E[µi]

E[µj ]
≥

σRi

σRj

. (42)

Similarly, if a scheduling algorithm is able to decrease E[µi]
to E[µi]−∆E[µ∗

i ] and increase E[µj ] to E[µj ]+∆E[µ∗
j ],

while keeping other users’ average throughputs unchanged,

with Definition 1 we can prove

E[µi]

E[µj ]
≤

E[Ri]

E[Rj ]
. (43)

Putting together (42) and (43) completes the proof.

APPENDIX C

PROOF OF LEMMA 3

Let B =
∏N

∀i6=j,i=1 Yi(bix/bj). Since ci /cj ≤ bi /bj ≤
ai /aj (∀ai > aj), for non-negative, monotonically increasing

Yk(·) (∀k = 1, 2, . . . , N ), we have

B2 ≤
∏

∀i6=j,ai≥aj

Yi

(

ai

aj
x

)

∏

∀i6=j,ai<aj

Yi

(

bi

bj
x

)

×
∏

∀i6=j,ai≥aj

Yi

(

bi

bj
x

)

∏

∀i6=j,ai<aj

Yi

(

ci

cj
x

)

= B ×
∏

∀i6=j,ai≥aj

Yi

(

ai

aj
x

)

∏

∀i6=j,ai<aj

Yi

(

ci

cj
x

)

B2 ≥
∏

∀i6=j,ai≥aj

Yi

(

ci

cj
x

)

∏

∀i6=j,ai<aj

Yi

(

bi

bj
x

)

×
∏

∀i6=j,ai≥aj

Yi

(

bi

bj
x

)

∏

∀i6=j,ai<aj

Yi

(

ai

aj
x

)

= B ×
∏

∀i6=j,ai≥aj

Yi

(

ci

cj
x

)

∏

∀i6=j,ai<aj

Yi

(

ai

aj
x

)

This concludes the proof.

APPENDIX D

PROOF OF THEOREM 2

Applying Bayes’s theorem, we write (1) as

E [µj [t]] = E [Rj [t+1]|Ij[t+1]=1]Pr (Ij [t+1]=1)

= Pr (Ij [t+1]=1)

∫ ∞

0

xfRj
(x|Ij [t+1]=1)dx. (44)

=

∫ ∞

0

xfRj
(x)Pr (Ij [t+1] = 1|Rj [t+1] = x) dx

where Pr(Ij [t+1] = 1) is the average probability that j will

be scheduled in slot t+1, Pr(Ij [t+1] = 1|Rj [t+1] = x) is

the conditional probability. Kushner [17] has proved that µj [t]
converges to E[µj ]. So we have

Pr (Ij [t+1]=1|Rj[t+1]=x)

= Pr

(

∀i 6=j,
Ri[t+1]

µi
<

x

µj

)

= Pr

(

∀i 6=j,
Ri[t+1]

E[µi]
<

x

E[µj ]

)

. (45)

Assuming WSS R, we rewrite (44) as

E[µj ]=

∫ ∞

0

xfRj
(x)

N
∏

∀i6=j,i=1

FRi
(E[µi]×x /E[µj ] ) dx. (46)

Lemma 1, Lemma 2, Corollary 1 together with (46) yield

E[µj ] ≤ σRj

∫ ∞

−Mj

(

yσRj
+ E[Rj ]

)

fRj

(

yσRj
+ E[Rj ]

)

×

N
∏

∀i6=j,E[Ri]≥E[Rj]

FRi

(

y
E[Ri]

E[Rj ]
σRj

+ E[Ri]

)

×
N
∏

∀i6=j,E[Ri]<E[Rj]

FRi

(

yσRi
+

σRi

σRj

E[Rj ]

)

dy. (47)

E[µj ] ≥ σRj

∫ ∞

−Mj

(

yσRj
+ E[Rj ]

)

fRj

(

yσRj
+ E[Rj ]

)

×

N
∏

∀i6=j,E[Ri]<E[Rj]

FRi

(

y
E[Ri]

E[Rj ]
σRj

+ E[Ri]

)

×
N
∏

∀i6=j,E[Ri]≥E[Rj]

FRi

(

yσRi
+

σRi

σRj

E[Rj ]

)

dy. (48)

One can prove that the following expression lies between

the upper and lower bounds given in (47) and (48),

σRj

∫ ∞

−Mj

(

yσRj
+ E[Rj ]

)

fRj

(

yσRj
+ E[Rj ]

)

×

N
∏

∀i6=j,i=1

FRi
(yσRi

+ E[Ri]) dy. (49)

We then use (49) to estimate E[µj ]. For normally distributed

Ri, fRi
(x) = ρ((x−E[Ri])/σRi

)/σRi
and FRi

(x) = φ((x−
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E[Ri])/σRi
). Substituting into (49) yields

E[µj ] =
E[Rj ]

N
×
(

1 − (φ(−Mj))
N
)

+ σRj

∫ ∞

−Mj

yρ(y) × φ(y)N−1dy. (50)

This completes the proof.
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