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#### Abstract

Cooperative diversity systems rely on using relay nodes to relay copies of transmitted information to the destination such that each copy experiences different channel fading, hence increasing the diversity of the system. However, without proper processing of the message at the relays, the performance of the cooperative system may not necessarily perform better than direct transmission systems. In this paper, we proposed a distributed beamforming and power allocation algorithm which substantially improves the diversity of the system with only very limited feedback from the destination node. We also derive outage probability as well as study the outage behavior of this scheme.
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## I. Introduction

One of the challenges of communicating a signal over a medium is the distortion and loss of signal power caused by the medium. Such a phenomenon, commonly termed channel fading, results in fluctuation of the signals received. To combat channel fading, diversity techniques, whereby signals carrying the same information are transmitted and received over different resources, are commonly used. Traditionally, to introduce diversity, the multiple signal copies will span time, frequency or spatial resources [1]. A new technique to introduce diversity into the system, in which multiple spatially separated communication devices (nodes) cooperate to improve the quality of communications between two nodes was proposed in [2], [3]. Such systems are able to introduce diversity into the system by using cooperative nodes to relay the information to the destination after some delay. Several algorithms to accomplish the task has been introduced in [2], of which, Amplify and Forward (AF) has been shown to achieve full diversity.

Since then, there have been many algorithms proposed to manipulate the relay nodes to enhance performance. Known as cooperative beamforming, most of these algorithms weigh their input according to the channel state information feedback [4], [5] or prior information available [6]. The optimal weighting for each of the nodes has also been derived in [7]. There have also been algorithms to optimally allocate power to the different relay nodes [8], [9]. At the time of writing this paper, it has also come to our attention of [10], which proposed a scheme similar to ours here. However, the two schemes are based on different settings, and the proposed strategies of power allocation in both schemes are different. In this paper, we present a suboptimal distributed beamforming and power allocation scheme which has an outage probability close to the optimal scheme. We further derive the outage probability of the scheme and show that offers an advantage over schemes where equal weights are assigned to the relays.

The organization of the paper is as follows. We develop the system model in the next section, followed by the proposed algorithm in Section III. We then derive the outage probability the system in Section IV, followed by numerical results in Section V to validate our claims. The paper is summarized and concluded in Section VI.

## II. System Model

Consider a cooperative network system with one source node, $N_{r}$ relays nodes, and one destination node as illustrated in Figure 1. We assume that the channel state information of incoming and outgoing links are available at each node and that these are flat fading channels. We further assume that the transmission time frame for sending each message is split into two, the first being the message sending by the source node, which we term the"broadcast" phase, and the second being the transmission of the message by the relay nodes, which we refer to as the "cooperation" phase. Here, we consider the non-regenerative relay method.
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Fig. 1. Cooperative communication system with 2 relay nodes

During the "broadcast" phase, where a signal $x$ is sent by the source node, the received signal at the destination and relay node $i$ can be respectively written as

$$
\begin{equation*}
y_{s, d}=h_{s, d} x+w_{s, d}, \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{s, i}=h_{s, i} x+w_{s, i} \tag{2}
\end{equation*}
$$

where $h_{s, d}$ and $h_{s, i}$ denotes the channel response from the source to the destination node and relay node $i$ respectively, while $w_{s, d}$ and $w_{s, i}$ are the observation noise at the destination and relay nodes respectively.

The received signal at the destination node during "cooperation" phase is written as

$$
\begin{align*}
y_{r, d} & =\sum_{i=1}^{N_{r}} \frac{\alpha_{i}}{\sqrt{\sigma_{n}^{2}+\left|h_{s, i}\right|^{2}}} h_{i, d}\left(h_{s, i} x+w_{s, i}\right)+w_{r, d} \\
& =\left[\begin{array}{lll}
\frac{h_{s, 1} h_{1, d}}{\sqrt{\sigma_{n}^{2}+\left|h_{s, 1}\right|^{2}}} & \ldots & \left.\frac{h_{s, N_{r}} h_{N_{r}, d}}{\sqrt{\sigma_{n}^{2}+\left|h_{s, N_{r}}\right|^{2}}}\right]\left[\begin{array}{c}
\alpha_{1} \\
\vdots \\
\alpha_{N_{r}}
\end{array}\right] x+\left[\begin{array}{lll}
\frac{w_{s, 1} h_{1, d}}{\sqrt{\sigma_{n}^{2}+\left|h_{s, 1}\right|^{2}}} & \ldots & \left.\frac{w_{s, N_{r}} h_{N_{r}, d}}{\sqrt{\sigma_{n}^{2}+\mid h_{s,\left.N_{r}\right|^{2}}^{2}}}\right]\left[\begin{array}{c}
\alpha_{1} \\
\vdots \\
\alpha_{N_{r}}
\end{array}\right]+w_{r, d} \\
& =\mathbf{h f} x+\mathbf{w f}+w_{r, d}
\end{array}\right.
\end{array}\right)
\end{align*}
$$

where $w_{r, d}$ is the noise at the destination node during the "cooperation" phase, $\sigma_{n}^{2}$ is the variance of the noise at each of the relays, and the factor $\frac{1}{\sqrt{\sigma_{n}^{2}+\left|h_{s, i}\right|^{2}}}$ is due to power normalization at each relay. The vector $\mathbf{f}=\left[\begin{array}{lll}\alpha_{1} & \cdots & \alpha_{N_{r}}\end{array}\right]^{T}$ is the weight vector which we will derive in the following section.

Concatenating equations (1) and (3), the signal model for the relay network using the amplify-forward protocol can be written in matrix form as

$$
\left[\begin{array}{c}
y_{s, d}  \tag{4}\\
y_{r, d}
\end{array}\right]=\left[\begin{array}{c}
h_{s, d} \\
\mathbf{h f}
\end{array}\right] x+\left[\begin{array}{c}
w_{s, d} \\
\mathbf{w f}+w_{r, d}
\end{array}\right]
$$

## III. Distributed Beamforming and Power Allocation

To maximize the SNR at the destination, the optimal weight vector $\mathbf{f}$ should satisfy

$$
\begin{equation*}
\max _{\mathbf{f}} E\left\{\frac{P \mathbf{f}^{H} \mathbf{h}^{H} \mathbf{h f}}{\mathbf{f}^{H} \mathbf{w}^{H} \mathbf{w} \mathbf{f}+\left|w_{r, d}\right|^{2}}\right\}=\max _{\mathbf{f}} E\left\{\frac{P \mathbf{f}^{H} \mathbf{h}^{H} \mathbf{h} \mathbf{f}}{\mathbf{f}^{H}\left[\mathbf{w}^{H} \mathbf{w}+\left|w_{r, d}\right|^{2} \mathbf{I}_{N_{r}}\right] \mathbf{f}}\right\}, \tag{5}
\end{equation*}
$$

where $P$ is the overall power constraint of the relay nodes.
The optimal solution $f_{o p t}$ can be found by solving the generalized eigenvalue problem

$$
\begin{equation*}
E\left\{\left[\mathbf{w}^{H} \mathbf{w}+\left|w_{r, d}\right|^{2} \mathbf{I}_{N_{r}}\right]\right\}^{-1} P \mathbf{h}^{H} \mathbf{h} \mathbf{f}_{o p t}=\lambda_{\max } \mathbf{f}_{o p t} \tag{6}
\end{equation*}
$$

where $\lambda_{\max }$ is the largest generalized eigenvalue of $E\left\{\left[\mathbf{w}^{H} \mathbf{w}+\left|w_{r, d}\right|^{2} \mathbf{I}_{N_{r}}\right]\right\}^{-1} P \mathbf{h}^{H} \mathbf{h}$.
However, a centralized control with access to all channel information is required to obtain this optimal solution, and very high system overhead is involved. In this paper, we are interested in a distributed solution, where each relay node can decide its transmit power based on knowledge of its incoming and outgoing channels, $h_{s, i}$ and $h_{i, s}$. Here, we propose to use the weight vector

$$
\mathbf{f}_{p}=\beta\left[\begin{array}{lll}
\frac{h_{s, 1}^{*} h_{1, d}^{*}\left|h_{s, 1}\right|^{2}}{\sqrt{\sigma_{n}^{2}+\left|h_{s, 1}\right|^{2}}} \sqrt{P} & \ldots & \frac{h_{s, N_{r}}^{*} h_{N_{r}, d}^{*}\left|h_{s, N_{r}}\right|^{2}}{\sqrt{\sigma_{n}^{2}+\left|h_{s, N_{r}}\right|^{2}}} \sqrt{P} \tag{7}
\end{array}\right]
$$

where $\beta=1 / \sqrt{\sum_{i=1}^{N_{r}} \frac{\left.\left|h_{s, i}\right|\right|^{6}\left|h_{i, i}\right|^{2}}{\sigma_{n}^{2}+\left|h_{s, i}\right|^{2}}}$ is the normalizing constant such that the power constraint $\mathbf{f}^{H} \mathbf{f}=P$ is satisfied, and such the common factor $\beta$ can be periodically obtained from the destination node via a broadcast channel. The reason to introduce the total power consumption $P$ can be clarified as the following. Although each relay node can transmit up to their own output power limit, the total power constraint limits interference to other source-destination pairs. Power consumption could be an important issue for power-constrained communication scenarios, such as wireless sensor networks. Furthermore such a common factor provides a standard for multiple relays to adjust their transmission power. We also introduced the incoming and outgoing channel coefficients, $h_{s, i}$ and $h_{i, d}$, in $\mathbf{f}_{p}$ based on the intuition that more power should be allocated to relaying nodes with better quality links from the source node.

## IV. Outage probability

For the proposed distributed beamforming and power allocation scheme, we analyze effects of the scheme on system performance. We focus on outage probability the information-theoretic measure as in [2].

For the system described by (4), the mutual information is

$$
\begin{equation*}
\mathcal{I}=\frac{1}{2} \log \left[1+\left(\left|h_{s, d}\right|^{2}+\mathbf{f}^{H} \mathbf{h}^{H} \mathbf{h} \mathbf{f}\right)\left(E\left\{\mathbf{n}^{H} \mathbf{n}\right\}\right)^{-1}\right] \tag{8}
\end{equation*}
$$

where $\mathbf{n}=\left[\begin{array}{c}w_{s, d} \\ \mathbf{w f}+w_{r, d}\end{array}\right]$.

Using the proposed relay weights $\mathbf{f}_{p}$ in (7), we obtain

$$
\left.\left.\begin{array}{rl}
\mathcal{I} & =\frac{1}{2} \log \left[1+\left(\left|h_{s, d}\right|^{2} P+\mathbf{f}^{H} \mathbf{h}^{H} \mathbf{h} \mathbf{f}\right)\left(E\left\{\mathbf{n}^{H} \mathbf{n}\right\}\right)^{-1}\right] \\
& =\frac{1}{2} \log \left[1+\frac{P}{\sigma_{n}^{2}}\left(\left|h_{s, d}\right|^{2}+\frac{\left(\sum_{i=1}^{N_{r}} \frac{\left|h_{s, i}\right|^{4}\left|h_{i, d}\right|^{2}}{\sigma_{n}^{2}+\left|h_{s, i}\right|^{2}}\right)^{2}}{\sum_{i=1}^{N_{r}} \frac{\left.\left|h_{s, i}\right|\right|^{6}\left|h_{i, d}\right|^{2}}{\sigma_{n}^{2}+\left|h_{s, i}\right|^{2}}}\right)\left(2+P \frac{\sum_{i=1}^{N_{r}}}{\sum_{i=1}^{N_{r}} \frac{\left.\left|h_{s, s}\right|\right|^{6} \mid h_{i, d}}{\left(\sigma_{n}^{2}+\left.\left|h_{s, i}\right|\right|^{4}| |^{2}\right)^{2}}}\right)_{n}^{\sigma_{n}^{2}\left|h_{s, i}\right|^{2}}\right. \tag{9}
\end{array}\right)^{-1}\right] .
$$

where

$$
\begin{align*}
E\left\{\mathbf{n}^{H} \mathbf{n}\right\} & =2 \sigma_{n}^{2}+\mathbf{f}^{H} E\left\{\mathbf{w}^{H} \mathbf{w}\right\} \mathbf{f} \\
& =2 \sigma_{n}^{2}+\mathbf{f}^{H} \operatorname{diag}\left\{\frac{\sigma_{n}^{2}\left|h_{1, d}\right|^{2}}{\sigma_{n}^{2}+\left|h_{s, 1}\right|^{2}}, \ldots, \frac{\sigma_{n}^{2}\left|h_{N_{r}, d}\right|^{2}}{\sigma_{n}^{2}+\left|h_{s, N_{r}}\right|^{2}}\right\} \mathbf{f} \\
& =\sigma_{n}^{2}\left(2+\frac{P}{\sum_{i=1}^{N_{r}} \frac{\left|h_{s, i}\right|^{6}\left|h_{i, d}\right|^{2}}{\sigma_{n}^{2}+\left|h_{s, i}\right|^{2}}} \sum_{i=1}^{N_{r}} \frac{\left|h_{s, i}\right|^{6}\left|h_{i, d}\right|^{4}}{\left(\sigma_{n}^{2}+\left|h_{s, i}\right|^{2}\right)^{2}}\right) \tag{10}
\end{align*}
$$

In this paper, we use the special symbol $\doteq$ to denote exponential equality [11], i.e., $f(\rho) \doteq \rho^{n}$ to denote

$$
\lim _{\rho \rightarrow \infty} \frac{\log f(\rho)}{\log \rho}=n
$$

The following theorem describes the high SNR behavior of the proposed distributed beamforming and power allocation algorithm.

Theorem 1: For i.i.d. Rayleigh fading channels and high SNR region, the outage probability of the $N_{r}$-relay system can be approximated as

$$
\begin{equation*}
p(\mathcal{I}<R) \doteq \rho^{-\left(N_{r}+1\right)} \tag{11}
\end{equation*}
$$

Proof: The proof is given in the Appendix.
Consider the traditional point-to-point multiple-input single-output (MISO) system as a comparable scheme. It is obvious that the performance of such a MISO system is the best that the proposed cooperative strategy can achieve. Provided that there are $N_{r}$ transmit antennas, it can can expected that such a MISO system can achieve $N_{r}+1$ diversity gain since the multiple antennas can coordinate with each other and hence the receiver can have $N_{r}+1$ independent copies of the transmitted signals [1]. Theorem 1 indicates that such diversity gain is still achievable although the multiple antennas are distributed among the multiple nodes. As defined in [11], the multiplexing gain is $r \triangleq \lim _{\rho \rightarrow \infty} \frac{R(\rho)}{\log \rho}$ and the diversity gain is $d \triangleq-\lim _{\rho \rightarrow \infty} \frac{\log p(\mathcal{I}<R)}{\log \rho}$ [11]. From Theorem 1, we have the following corollary.

Corollary 2: The diversity-multiplexing tradeoff achieved by the distributed beamforming and power allocation is given by

$$
d(r)=\left(N_{r}+1\right)(1-2 r)
$$

Proof: Recall from the proof for Theorem 1, the outage probability is bounded as

$$
\begin{equation*}
\frac{N_{r}(\alpha \theta)^{N_{r}+1}}{\left(N_{r}+1\right)!} \geq p(\mathcal{I}<R) \geq \frac{(\alpha \theta)^{N_{r}+1}}{\left(N_{r}+1\right)!} \tag{12}
\end{equation*}
$$

where $\theta=\frac{2^{R}-1}{\rho}$.
To obtain the diversity-multiplexing tradeoff of the proposed distributed beamforming scheme, define the data rate $R$ as a function of $\rho$ as

$$
\begin{equation*}
R=r \log \rho . \tag{13}
\end{equation*}
$$

Substitute (13) into the expression of the outage probability and we have

$$
\begin{equation*}
\frac{N_{r}(\alpha)^{N_{r}+1}}{\left(N_{r}+1\right)!} \frac{\left(2^{2 r \log \rho}-1\right)^{N_{r}+1}}{\rho^{N_{r}+1}} \geq p(\mathcal{I}<R) \geq \frac{(\alpha)^{N_{r}+1}}{\left(N_{r}+1\right)!} \frac{\left(2^{2 r \log \rho}-1\right)^{N_{r}+1}}{\rho^{N_{r}+1}} \tag{14}
\end{equation*}
$$

When $\rho \rightarrow \infty$, we have

$$
\begin{equation*}
\log p(\mathcal{I}<R)=\log \left(\frac{\left(\rho^{2 r}\right)^{N_{r}+1}}{\rho^{N_{r}+1}}\right) \tag{15}
\end{equation*}
$$

And the corollary is proved.
It is important to point out that although similar results have been obtained previously (e.g., [11]), our setting under consideration is unique. Provided that all antennas are located at the source node, the results about the full diversity order and the multiplexing-diversity tradeoff could be easily obtained. However, with multiple antennas scattering among the multiple nodes, Theorem 1 and Corollary 2 are valuable as they indicates that the single-antenna source node can function as if it is equipped with multiple antennas.

## V. Numerical Results

Consider a relay ad-hoc network where each node is equipped with one antenna element. The wireless links are assumed as Raleigh fading. The required data rate is set as $R=1$.

Figure 2 shows the outage performance of the proposed distributed beamforming and power allocation scheme as a function of SNR, where the effect of different number of relay nodes is also shown. As can be seen from the figure, by increasing the number of the used relay nodes, the proposed method can improve the system performance generally.

In Figure 3 the outage probability of the different beamforming schemes is shown, obtained by Monte Carlo simulations. The two-relay-node scenario, $N_{r}=2$, is considered here. It is interesting to observe that the performance of equal power transmission could result worse performance than direct transmission, which implies that it could be better not to use relay transmission without proper beamforming or power allocation. Furthermore, centralized power control can achieve better performance than direct transmission, as expected. And it can be observed that the proposed distributed method can have performance of 1 dB from that of the centralized one.

Figure 4 shows the diversity-multiplexing tradeoff for the three transmission schemes, direct transmission, selection relaying [2] and the proposed method. As expected, direct (or non cooperative) transmission can achieve a multiplexing gain 1 as each orthogonal channel is only used by one user. Since orthogonal
transmission is chosen, users cannot assist each other and hence there is no diversity gain. On the other hand, the selective relaying scheme can achieve diversity gain of 2 as each copy of the transmitted message go through 2 independent channels and hence more robustness can be achieved. However such diversity gain is obtained at a price. It requires additional usage of bandwidth resource, i.e., time slots, for relaying. However, our proposed scheme can achieve the full diversity of $N_{r}+1$ while only requiring the same amount of bandwidth resource as the selection relay scheme.


Fig. 2. The outage probability of the proposed beamforming and power allocation schemes with different number of relay nodes versus SNR.


Fig. 3. The outage probability of the various beamforming schemes versus SNR.


Fig. 4. Diversity-multiplexing tradeoff for the proposed beamforming scheme, selection cooperative schemes and non cooperative scheme

## VI. Conclusion

In this paper, we have proposed a distributed algorithm which weighs the output of each relay node appropriately such that the quality of the combined received signal at the destination node is improved. We have also derived the outage probability of the algorithm as well as studied its outage beaviour using Monte Carlo simulations.

The algorithm proposed has been shown in the preceding section to perform substantially better than classical schemes where the output of the nodes are not weighted in terms of outage probability. The proposed scheme has also been proven to be able to achieve full diversity. Due to the distributed nature of the proposed algorithm, it has motivated us to investigate how it can be extended and adopted in the design of cooperative networks.
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## Appendix

Outage Probability
In this appendix, we derive the proof for theorem 1. To assist in the proof of the theorem, we first have following lemma.

Lemma 1: Let $\left|h_{i, d}\right|$ and $\left|h_{s, i}\right|$ be Rayleigh distributed random variables. For any positive finite integer $k$,

$$
\begin{equation*}
\frac{\left(\sum_{i=1}^{N_{r}}\left|h_{s, i}\right|^{2}\left|h_{i, d}\right|^{2}\right)^{2}}{\sum_{i=1}^{N_{r}}\left|h_{s, i}\right|^{4}\left|h_{i, d}\right|^{2}} \leq \sum_{i=1}^{N_{r}}\left|h_{i, d}\right|^{2} . \tag{16}
\end{equation*}
$$

Proof of Lemma 1: Mathematical induction is used to prove this lemma. Define the left and right sides of (16) as functions of $N_{r}$,

$$
\begin{equation*}
f(n)=\frac{\left(\sum_{i=1}^{n}\left|h_{s, i}\right|^{2}\left|h_{i, d}\right|^{2}\right)^{2}}{\sum_{i=1}^{n}\left|h_{s, i}\right|^{4}\left|h_{i, d}\right|^{2}}, \quad g(n)=\sum_{i=1}^{n}\left|h_{i, d}\right|^{2}, \quad \text { for } \quad n \geq 1 \tag{17}
\end{equation*}
$$

Hence proving Lemma 1 is equivalent to prove the the following

$$
\begin{equation*}
f(n) \leq g(n), \quad \text { for } \quad n \geq 1 \tag{18}
\end{equation*}
$$

which will be proved by using mathematical induction.

1) When $n=1, f(1)=\left|h_{1, d}\right|^{2}=g(1)$.
2) Let $n=k$ and assume that

$$
f(k) \leq g(k)
$$

To simplify the proof, further define $a_{k}=\left(\sum_{i=1}^{k}\left|h_{s, k}\right|^{2}\left|h_{k, d}\right|^{2}\right)$ and $b_{k}=\sum_{i=1}^{k}\left|h_{s, k}\right|^{4}\left|h_{k, d}\right|^{2}$. Since $f(k) \leq g(k)$,

$$
\begin{equation*}
a_{k}^{2}-b_{k} g(k) \leq 0 \tag{19}
\end{equation*}
$$

For $n=k+1$,

$$
\begin{equation*}
f(k+1)=\frac{\left(a_{k}+\left|h_{s, k+1}\right|^{2}\left|h_{k+1, d}\right|^{2}\right)^{2}}{b_{k}+\left|h_{s, k+1}\right|^{4}\left|h_{k+1, d}\right|^{2}} \tag{20}
\end{equation*}
$$

Hence,

$$
\begin{align*}
f(k+1)-g(k+1) & =\frac{\left(a_{k}+\left|h_{s, k+1}\right|^{2}\left|h_{k+1, d}\right|^{2}\right)^{2}}{b_{k}+\left|h_{s, k+1}\right|^{4}\left|h_{k+1, d}\right|^{2}}-g(k)-\left|h_{k+1, d}\right|^{2} \\
& =\frac{a_{k}^{2}+\left|h_{s, k+1}\right|^{4}\left|h_{k+1, d}\right|^{4}+2 a_{k}\left|h_{s, k+1}\right|^{2}\left|h_{k+1, d}\right|^{2}}{b_{k}+\left|h_{s, k+1}\right|^{4}\left|h_{k+1, d}\right|^{2}}-g(k)-\left|h_{k+1, d}\right|^{2} \\
& =\frac{\left(a_{k}^{2}-g(k) b_{k}\right)+\left(2 a_{k}\left|h_{s, k+1}\right|^{2}\left|h_{k+1, d}\right|^{2}-g(k)\left|h_{s, k+1}\right|^{4}\left|h_{k+1, d}\right|^{2}-b_{k}\left|h_{k+1, d}\right|^{2}\right)}{b_{k}+\left|h_{s, k+1}\right|^{4}\left|h_{k+1, d}\right|^{2}} \\
& =\frac{\left(a_{k}^{2}-g(k) b_{k}\right)+\left|h_{k+1, d}\right|^{2}\left(2 a_{k}\left|h_{s, k+1}\right|^{2}-g(k)\left|h_{s, k+1}\right|^{4}-b_{k}\right)}{b_{k}+\left|h_{k+1, d}\right|^{2}\left|h_{s, k+1}\right|^{4}} \tag{21}
\end{align*}
$$

Since $4 a_{k}^{2}-4 b_{k} g(k) \leq 0$, we have

$$
\begin{equation*}
2 a_{k}\left|h_{s, k}\right|^{2}-g(k)\left|h_{s, k}\right|^{4}-b_{k} \leq 0 \tag{22}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
f(k+1)-g(k+1) \leq 0 \tag{23}
\end{equation*}
$$

Therefore, $f(n)-g(n) \leq 0$ if $f(1)-g(1) \leq 0$, and the lemma is proved.
Proof of Theorem 1: From (9), we can deduce that the outage probability of the system is

$$
\begin{align*}
& p(\mathcal{I}<R)=p\left(\frac{P}{\sigma_{n}^{2}}\left(\left|h_{s, d}\right|^{2}+\frac{\left(\sum_{i=1}^{N_{r}} \frac{\left.\left|h_{s, i}\right|\right|^{4}\left|h_{i, d}\right|^{2}}{\sigma_{n}^{2}+\left|h_{s, i}\right|^{2}}\right)^{2}}{\sum_{i=1}^{N_{r}} \frac{\left.\left|h_{s, i}\right|\right|^{\mid}\left|h_{i, d}\right|^{2}}{\left.\sigma_{n}^{2}| | h_{s, i}\right|^{2}}}\right)\left(2+P \frac{\sum_{i=1}^{N_{r}} \frac{\left.\left|h_{s, i}\right|\right|^{6} \mid h_{i, d}}{\left(\sigma_{n}^{2}+\left|h_{s, i}\right|^{2}\right)^{2}}}{\sum_{i=1}^{N_{r}} \frac{\left.\left|h_{s, i}\right|\right|^{6}\left|h_{i, d}\right|^{2}}{\sigma_{n}^{2}+\left|h_{s, i}\right|^{2}}}\right)^{-1}<2^{2 R}-1\right) \\
& \approx p\left(\frac{P}{\sigma_{n}^{2}}\left(\left|h_{s, d}\right|^{2}+\frac{\left(\sum_{i=1}^{N_{r}}\left|h_{s, i}\right|^{2}\left|h_{i, d}\right|^{2}\right)^{2}}{\sum_{i=1}^{N_{r}}\left|h_{s, i}\right|^{4}\left|h_{i, d}\right|^{2}}\right)\left(2+P \frac{\sum_{i=1}^{N_{r}}\left|h_{s, i}\right|^{2}\left|h_{i, d}\right|^{4}}{\sum_{i=1}^{N_{r}}\left|h_{s, i}\right|^{4}\left|h_{i, d}\right|^{2}}\right)^{-1}<2^{2 R}-1\right) \\
& =p\left(\left(\left|h_{s, d}\right|^{2}+\frac{\left(\sum_{i=1}^{N_{r}}\left|h_{s, i}\right|^{2}\left|h_{i, d}\right|^{2}\right)^{2}}{\sum_{i=1}^{N_{r}}\left|h_{s, i}\right|^{4}\left|h_{i, d}\right|^{2}}\right)<\theta\left(2+P \frac{\sum_{i=1}^{N_{r}}\left|h_{s, i}\right|^{2}\left|h_{i, d}\right|^{4}}{\sum_{i=1}^{N_{r}}\left|h_{s, i}\right|^{4}\left|h_{i, d}\right|^{2}}\right)\right) \tag{24}
\end{align*}
$$

where $\theta=\frac{2^{R}-1}{\rho}$ and $\rho=\frac{P}{\sigma_{n}^{2}}$. Note that the second equality follows the high SNR assumption where $\sigma_{n}^{2} \approx 0$.

For large $N_{r}$, we have the following observations. Firstly,

$$
\begin{equation*}
\frac{\sum_{i=1}^{N_{r}}\left|h_{i, d}\right|^{4}\left|h_{s, i}\right|^{2}}{\sum_{i=1}^{N_{r}}\left|h_{s, i}\right|^{4}\left|h_{i, d}\right|^{2}} \approx 1 \tag{25}
\end{equation*}
$$

due to the fact that all channels are assumed i.i.d.. Furthermore,

$$
\begin{equation*}
\frac{\left(\sum_{i=1}^{N_{r}}\left|h_{s, i}\right|^{2}\left|h_{i, d}\right|^{2}\right)^{2}}{\sum_{i=1}^{N_{r}}\left|h_{s, i}\right|^{4}\left|h_{i, d}\right|^{2}} \geq \frac{1}{N_{r}^{2}} \sum_{i=1}^{N_{r}}\left|h_{i, d}\right|^{2} \tag{26}
\end{equation*}
$$

Although we currently do not have the formal proof for this, simulations show that it is the case.
So we can have

$$
\begin{equation*}
p(\mathcal{I}<R) \leq p\left(\left(\left|h_{s, d}\right|^{2}+\frac{1}{N_{r}^{2}} \sum_{i=1}^{N_{r}}\left|h_{i, d}\right|^{2}\right)<\alpha \theta\right) \tag{27}
\end{equation*}
$$

where $\alpha=2+P$.
Since it is assumed that the Rayleigh fading channels from $N_{r}$ source nodes to the destination node are i.i.d., $\left|h_{n, d}\right|^{2}$ are independent exponential variables with the decaying rate $\mu$. Hence $\sum_{n=0}^{N_{r}}\left|h_{n, d}\right|^{2}$ is Chi-square distribution with $2 N_{r}$ degrees of freedom. Define $x_{\Sigma}=\sum_{n=0}^{N_{r}}\left|h_{n, d}\right|^{2}$ and we have

$$
\begin{equation*}
f_{x_{\Sigma}}\left(x_{\Sigma}\right)=C_{1} x_{\Sigma}^{N} e^{-x_{\Sigma}} \tag{28}
\end{equation*}
$$

where $C_{1}=\frac{1}{\left(N_{r}-1\right)!}$.

So the outage probability can be written as

$$
\begin{align*}
p(\mathcal{I}<R) & \leq p\left(\left(\left|h_{s, d}\right|^{2}+\frac{1}{N_{r}^{2}} x_{\Sigma}\right)<\alpha \theta\right) \\
& =\int_{\left|h_{s, d}\right|^{2}+\frac{1}{N_{r}^{2}} x_{\Sigma}<\alpha \theta} f_{x_{\Sigma}}\left(x_{\Sigma}\right) f_{\left|h_{s, d}\right|^{2}}\left(\left|h_{s, d}\right|^{2}\right) d\left(\left|h_{s, d}\right|^{2}\right) d x_{\Sigma} \\
& =\int_{0}^{\alpha \theta} \int_{0}^{\alpha \theta-\frac{1}{N_{r}^{2}} x_{\Sigma}} e^{-\left|h_{s, d}\right|^{2}} d\left|h_{s, d}\right|^{2} f_{x_{\Sigma}}\left(x_{\Sigma}\right) d x_{\Sigma} \\
& =C_{1} \int_{0}^{\alpha \theta}\left(1-e^{-\left(\alpha \theta-\frac{1}{N_{r}^{2}} x_{\Sigma}\right)}\right) x_{\Sigma}^{N_{r}-1} e^{-x_{\Sigma}} d x_{\Sigma} \\
& =C_{1} \int_{0}^{\alpha \theta} x_{\Sigma}^{N_{r}-1} e^{-x_{\Sigma}} d x_{\Sigma}-C_{1} e^{-\alpha \theta} \int_{0}^{\alpha \theta} e^{-\left(1-\frac{1}{N_{r}^{2}}\right) x_{\Sigma}} x_{\Sigma}^{N_{r}-1} d x_{\Sigma} \tag{29}
\end{align*}
$$

By using the exponential property, the outage probability can be simplified as

$$
\begin{align*}
p(\mathcal{I}<R) & \approx C_{1} \int_{0}^{\alpha \theta} x_{\Sigma}^{N_{r}-1} e^{-x_{\Sigma}} d x_{\Sigma}-C_{1} e^{-\alpha \theta} \int_{0}^{\alpha \theta}\left(1-\left(1-\frac{1}{N_{r}^{2}}\right) x_{\Sigma}\right) x_{\Sigma}^{N_{r}-1} d x_{\Sigma} \\
& =\left[1-e^{-\alpha \theta} \sum_{k=0}^{N_{r}-1} \frac{(\alpha \theta)^{k}}{k!}\right]-C_{1}\left[\frac{1}{N_{r}}(\alpha \theta)_{r}^{N}-\frac{\left(1-\frac{1}{N_{r}^{2}}\right)}{N_{r}+1}(\alpha \theta)^{N_{r}+1}\right] \\
& =\left[1-e^{-\alpha \theta}\left(e^{\alpha \theta}-\sum_{k=N_{r}}^{\infty} \frac{(\alpha \theta)^{k}}{k!}\right)\right]-C_{1}\left[\frac{1}{N_{r}}(\alpha \theta)_{r}^{N}-\frac{\left(1-\frac{1}{N_{r}^{2}}\right)}{N_{r}+1}(\alpha \theta)^{N_{r}+1}\right] \\
& =e^{-\alpha \theta} \sum_{k=N_{r}}^{\infty} \frac{(\alpha \theta)^{k}}{k!}-C_{1}\left[\frac{1}{N_{r}}(\alpha \theta)_{r}^{N}-\frac{\left(1-\frac{1}{N_{r}^{2}}\right)}{N_{r}+1}(\alpha \theta)^{N_{r}+1}\right] \\
& \approx \frac{N_{r}(\alpha \theta)^{N_{r}+1}}{\left(N_{r}+1\right)!} \tag{30}
\end{align*}
$$

Using Lemma 1, we have the following inequality

$$
\begin{equation*}
p(\mathcal{I}<R) \geq P\left(\left|h_{s, d}\right|^{2}+\sum_{i=1}^{N_{r}}\left|h_{i, d}\right|^{2}<\theta \alpha\right) \tag{31}
\end{equation*}
$$

Define $x_{\Delta}=\left|h_{s, d}\right|^{2}+\sum_{i=1}^{N_{r}}\left|h_{i, d}\right|^{2}$. From (28) we have the lower bound

$$
\begin{align*}
p(\mathcal{I}<R) & \geq P\left(x_{\Delta}<\theta \alpha\right) \\
& =\iint_{x_{\Delta}<\alpha \theta} f_{x_{\Delta}}\left(x_{\Delta}\right) d x_{\Delta} \\
& =1-e^{-x_{\Delta}} \sum_{i=1}^{N_{r}} \frac{(\alpha \theta)^{i}}{i!} \\
& \approx 1-e^{-x_{\Delta}}\left[e^{-x_{\Delta}}-\sum_{i=N_{r}+1}^{\infty} \frac{(\alpha \theta)^{i}}{i!}\right] \\
& \approx \frac{(\alpha \theta)^{N_{r}+1}}{\left(N_{r}+1\right)!} \tag{32}
\end{align*}
$$

Since both the upper and lower bounds of the outage probability have the same exponential equality, the theorem is proved.
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