Maths for Signals and Systems

Problem Sheet 7

Singular Value Decomposition (SVD)

Consider a matrix A of dimension mxn with m<n and rank r . Recall from the lectures that r <m.

The matrix AA" is square, symmetric and of dimension mxm. The matrix ATA is square,
symmetric and of dimension nxn. The following properties hold:

e Both AA" and A" A have rank r (the same rank as the original matrix A).

e The m eigenvalues of ATA are identical to the eigenvalues of AA" and the rest n—m
eigenvalues are 0.

e The so called singular values of A are the square roots of the non-zero eigenvalues of AA
(or ATA).

e Matrix A has a so called Singular Value Decomposition (SVD) of the form A=UZV'
where U is of dimension mxm, X is of dimension mxn and V is of dimension nxn.
Furthermore, U contains the eigenvectors of AA" in its columns, V contains the

VA i=hisr L Ayi=1...r the
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eigenvectors of ATA in its columns and Z; ={ ! 0 therwi
otherwise

non-zero eigenvalues of AAT (or ATA).
e The above comments imply that AAT =Uz?U" and ATA=VZ4/ .

The above analysis is straightforward in the case of m>n.
To understand better the structure of X, in the case of a 3x4 matrix of rank 2 we have

oo 0 0
o, 0 00 .
(o2
2= 0 o, 0 0}, whereasin the case of a 4x3 matrix of rank 2 we have X = 02 ol
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1. Find the singular values of the matrix A={0 0
11

Solution

We compute AAT . (This is the smaller of the two symmetric matrices associated with A.) We
31 2

get AA"=|1 1 0|. We next find the eigenvalues of this matrix. The characteristic
2 0 2

polynomial is A°—642+61=A(1>—61+6). This gives three eigenvalues: A, =3++/3,

A, =3-+/3 and A; =0. Note that all are positive, and that there are two nonzero eigenvalues,



corresponding to the fact that A has rank 2. For the singular values of A, we now take the

square roots of the eigenvalues of AAT, so o, =3+ J3 and o, =13- J3. (We don’t have to
mention the singular values which are zero.)

1 2
Find the singular values of the matrix B = L J .

Solution

5 4
We use the same approach: BB’ =L 5} . This has characteristic polynomial A*—101+9 so

A =9 and 4, =1 are the eigenvalues. Hence, the singular values are 3 and 1.
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Find the singular values of A= J2 0| and find the SVD of A.
0 1

Solution

We compute AA" and find AAT = The characteristic polynomial is

N NN DN
N O DN
N NN

— 22 +1042 —164=-A(1? -101+16) =— (1 -8)(1 - 2)..

The eigenvalues of AA™ are 4, =8, 4, =2 and 4, =0. Thus, the singular values are o, = 242

and o, =2 (and o3=0). To give the decomposition, we consider the diagonal matrix of

242 0 0
singular values Z=| 0 J2 0 . Next, we find an orthonormal set of eigenvectors for AA' .
0 0 0

For 4, =8, we find an eigenvector [L 2 1" - normalizing gives u1=[1/\/€ 2/\6 1/\/€]T.
For 4,=2 we find u2=[—l/\/§ 1/43 —1/4/3]", and finally for A4;,=0 we get
U, =[/v2 0 —1/4/2]". This gives the matrix:
U6 -143 142
u=[2/J6 13 0 |
16 -1/43 -1/42

2 22 0
Finally, we have to find an orthogonal set of eigenvectors for AT A= 2J2 6 2|
0 2 2



This can be done in two ways. We show both ways, starting with orthogonal diagonalization. We
already know that the eigenvalues will be 4, =8, 14, =2 and 4;=0. This gives eigenvectors

v,=[1/\6 3/\12 112, v, =[1//3 0 —2//6] and vi=[1/v2 -1/2 1/2]". Put
these together to get:

1/V6 13 142
V=[3/V12 0 -1/2
1/12 =216 1/2

For a quicker method, we calculate the columns of V using those of U using the formula:

ox

. 0 V2 ofue . 2J214J6 | | 146
W= 1 2 1]2/J6 =>7 6/46 |=|3/\12].
N2l o 1luve| 22| a1 1/12

We can similarly calculate the other two columns.
Either way we can now verify the formula A=UxV' .

Find the SVD of th trix A= 1010
ind the of the matrix =lo 1 0 1l
Solution
1 010
2 0 0101
- = ATA=
We first compute AA {O 2} and 101 ol
0101

We see immediately that the eigenvalues of AA" are A, =4, =2 (and hence, the eigenvalues of
ATA are 2 and 0, both with multiplicity 2). Thus, the matrix A has singular value

. . T - 1 O
Next, an orthonormal basis of eigenvectors of AA" is U, = 0 and u, = 1l (You can choose

any orthonormal basis of R? here because AA" isa multiple of the identity, but the one chosen

10
makes computation easiest.) Thus, we set U :[O J.

For ATA, the eigenvectors which correspond to the value of 2 are obtained from the formula
below:

1 01 0|x X X+Z=2X=>27=X

0101y y Yy+W=2y=y=W
=2 =

1 01 0|z Z X+21=21=>X=1

0101w w Y+W=2W=Yy=W



Therefore the eigenvectors which correspond to the eigenvalue of 2 are of the form

[ x 1 0
y 0 1
=X |+
X 1y0
LYy 0 1]
1 0 1 ofx] [o
010 1y| |0
101 0llz| |o
0101__W_0
X 1] 0
y 0
=X +
—X —1y0
-y 0] |[-1
10 1 0
oref V_10101
Therefore, _\/51 0 -1 0
01 0 -1
A_1010_110J§
1o 1 0 1] 2/0 1| 0

X+2=0=>2z=-X
=
y+w=0=>y=-w

1
. Therefore two orthonormal eigenvectors are E

1
0
1
0
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1
0

0
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J2|0|
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The eigenvectors which correspond to the eigenvalue of O are obtained from the formula below:

Therefore the eigenvectors which correspond to the eigenvalue of 0 are of the form

0
11

. Therefore two orthonormal eigenvectors are — and —
g S2|-11" 72| o
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1 0
0 1
-1 0
0 -1
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