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Table �� The Hu�man code for the extended alphabet� lavg � 	����

bits�new symbol or lavg � ��		 bits�original symbol� redundancy
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Comparision of Hu�man and arithmetic coding

H�s� � lHavg � H�s� �
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� Hu�man seems to have an advantage� However� it

requires building the entire code for all possible se�

quences of length m �k��	� m�
 � codebook size

� 	����

� In practice� we can make m large for arithmetic but

not for Hu�man coder� for most sources we can get

rates closer to the entropy using arithmetic coding

than by using Hu�man coding �except when pi � ��k�

� arithmetic coding best suited for sources with small

alphabet �e�g�� facsimile� and highly unbalanced prob�

abilities

� easy to implement a system with multiple arithmetic

codes �� JBIG�

� easier to adapt arithmetic codes to changing input

statistics �local structure � JBIG�


