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ABSTRACT
We present a single channel data driven method for non-intrusive estimation of full-band reverberation time and full-band direct-to-reverberant ratio. The method extracts a number of features from reverberant speech and builds a model using a recurrent neural network to estimate the reverberant acoustic parameters. We explore three configurations by including different data and also by combining the recurrent neural network estimates using a support vector machine. Our best method to estimate DRR provides a Root Mean Square Deviation (RMSD) of 3.84 dB and a RMSD of 43.19 % for T60 estimation.

Index Terms— Reverberant speech, DRR estimation, T60 estimation

1. INTRODUCTION
Sound propagation from the source to the receiver placed in a room may follow multiple paths due to reflections from walls or objects in the enclosed space. This multipath propagation creates a reverberant sound which depends on the characteristics of the room and positions of both source and receiver. The reverberation time (T60) characterizes the acoustic properties of an enclosed space and it is theoretically independent of the source-receiver distance. Alternative objective measurements such as Direct-to-Reverberation Ratio (DRR) or clarity index (C50) [1] may be employed to take into account this dimension. The calculation of these measures of reverberation require an estimation of the Room Impulse Response (RIR), however in many real situations this information remains unavailable and these measures need to be non-intrusively estimated from the reverberant signal.

Several methods have been proposed to blindly estimate T60. The method proposed by Löllmann et al. [2] estimates the decay rate from a statistical model of the sound decay using the maximum likelihood (ML) approach and then from this decay rate the method finds the ML estimate for T60. The Eaton et al. [3] T60 estimator is based on spectral decay distributions. In this case the signal is filtered with uniform Mel-spaced filters and from the output of this filter bank the decay rate is computed by applying a least-square linear fit to the time-frequency log magnitude bins. The variance of the negative gradients in the distribution of decay rates is then mapped to T60 with a polynomial function. Falk and Chan [4] proposed a method to compute the reverberation time in the modulation domain. The algorithm is based on the idea that low modulation frequency energy (below 20Hz) is barely affected by the reverberation level whilst high modulation frequency energy increases with the reverberation level. The estimator is created with a Support Vector Regressor (SVR) and with the ratio of the average of low modulation frequency energy to different averages of high modulation frequency energy as the input features. In addition, the overall ratio can be mapped to estimate directly the DRR parameter. Kendrick et al. [5] compare two methods to estimate from speech and music signals different room acoustic parameters, mainly T60 and C50. The first one uses an artificial neural network with 40 features extracted by sampling the power spectrum density estimation of the sum of the Hilbert envelopes computed for certain frequency bands. The second method finds the cleanest sections of free decays in the signal to estimate with ML approach the decay curve and average this estimation to obtain the final estimator. Although room acoustic parameters can be also estimated from multichannel recordings, such as T60 [6] or DRR [7], or per frequency bin [8], this paper focuses on the problem of single-channel full-band room acoustic parameter estimation.

These measures of reverberation have been applied to estimate the perceived quality [9] or intelligibility [10] of reverberant recordings. These were also shown to predict speech recognition performance [11] [12] [13] [14]. In addition to these applications, several de-reverberation algorithms use measures of reverberation to suppress reverberation in speech [1] [13][15] [16] [17], and so it is important to develop methods that estimate these measures directly from the reverberant signal.

We propose a non-intrusive (NIRA) method to estimate the room acoustic parameters based on extracting a number of per-frame features from the reverberant speech. A recurrent neural network is then employed to model the relationship between these features and the room acoustics parameters, i.e. DRR and T60. This technique was tested on the single-channel configuration of the ACE challenge [18] organized by the IEEE Audio and Acoustic Signal Processing Technical Committee to compare different approaches to estimate DRR and T60.

The remainder of the paper is organized as follows. Section 2 describes the method proposed in this work. In Section 3 the metrics used to evaluate the methods are introduced and results obtained on the ACE Challenge database are detailed in Section 4. Finally, in Section 5 the conclusions of this contribution are drawn.

The research leading to these results has received funding from the European Union’s Seventh Framework Programme (FP7/2007-2013) under grant agreement n° ITN-GA-2012-316969.
2. NIRA METHOD

The method shown in Fig. 1 computes a set of frame-based features from the signal using a window size of 20 ms and a 50% overlap. Non-speech frames are dropped out with a Voice Activity Detector (VAD) using P.56 method [19]. This estimator was originally proposed for estimating $C_{50}$ from 8kHz speech signals in [20] and extended to 16kHz signals in [21]. In this work we have employed the latter configuration which estimates 134 frame-based features from the reverberant signal:

- Line Spectrum Frequency (LSF) features computed by mapping the first 20 linear prediction coefficients to the LSF representation and their rate of change.
- Zero-crossing rate and its rate of change.
- Speech variance and its rate of change.
- Pitch period estimated with the PEFAC algorithm [22] and its rate of change.
- Estimation of the importance-weighted Signal-to-Noise Ratio (iSNR) in units of dB and its rate of change.
- Variance and dynamic range of the Hilbert envelope and their rate of change.
- Three parameters extracted from the Power spectrum of the Long term Deviation (PLD): spectral centroid, spectral dynamics and spectral flatness. The PLD is calculated per frame using the log difference between the signal power spectrum and long term average speech spectrum. Their rate of change is also included.
- 12th order mean- and variance-normalized Mel-frequency cepstral coefficients computed from the fast Fourier transform with delta and delta-delta.
- Modulation domain features [23] derived from computing the first four central moments of the highest energy frequency band and its two adjacent modulation frequency bands.
- Deep scattering spectrum features are extracted from a scattering transformation applied to the signal [24].

These features are used to train a Bidirectional Long-Short Term Memory (BLSTM) [25] recurrent neural network to provide an estimate of DRR and $T_{60}$ every 10 ms. The main motivation for using this architecture is that it can model temporal correlation such as reverberation due to its feedforward connections. Alternative learning algorithms as classification and regression tree, linear regression or deep belief neural network have been investigated in the frame of $C_{50}$ estimation however BLSTM showed a better performance [20]. Since ACE Challenge data assumes that the room acoustic properties remain unchanged within each utterance, only the temporal average for each utterance of all per frame estimations is considered.

Different architectures of the BLSTM are explored with one to four layers including 64, 128 and 256 neurons per layer and a minibatch size of 25, 50, 100 and 200 samples. Three different configurations were explored using this framework which are described in the following subsections.

2.1. NIRAv1

This configuration is based on training the NIRA framework presented in Fig. 1 using only the ACE Challenge development database. All data from the different microphone configurations was split randomly into three parts: training set (trainSet), development set (devSet) and evaluation set (evalSet). The trainSet comprises 70% of the files in the ACE Challenge development database, whereas devSet and evalSet comprise 20 % and 10% respectively. In this case, trainSet is used to train the model and devSet is employed to validate the model, then the selected model is the one that minimizes the estimation error in devSet.

2.2. NIRAv2

This configuration employs the NIRA framework shown in Fig. 1 trained on three different databases in order to introduce new data in the model which could generalize the model to a wider range of scenarios. In this case 60% of the files are extracted from the ACE Challenge development database, 20% of the files from the REVERB Challenge database and the remainder of the files are taken from a database created with TIMIT database [26] and real impulse responses from MARDY [27], SMARD [28], C4DM RIR [29] and REVERB Challenge [30] database. Similarly, devSet is created with the same proportions and from the same databases but the total number of files is 30% of trainSet.

2.3. NIRAv3

This configuration follows the structure shown in Fig. 2. It is based on training 4 different BLSTM models using different data: NIRAv1; NIRAa, using the whole REVERB Challenge development set; NIRAa and NIRAv1, employing real and simulated RIRs respectively convolved with TIMIT database. The real RIRs are taken from MARDY, SMARD, C4MD and REVERB Challenge database, while the simulated RIRs are created with the randomized image method [31]. These 4 estimators are combined by averaging the per-frame estimations of each utterance and by training a SVR model [32] with the 4-dimensional estimate vector obtained from the individual estimators. The training data for this SVR is devSet from NIRAv1 and evalSet is used for validation purposes.

3. PERFORMANCE EVALUATION

All methods described in this paper are evaluated on the Acoustic Characterization of Environments (ACE) challenge [18]. This challenge provides a common framework where different approaches of estimating DRR and $T_{60}$ can be directly compared. In addition to the box plots provided by the challenge to compare the different approaches, the algorithms are compared in this paper in terms of Root Mean Square Deviation (RMSD). This metric is computed for

\[\text{RMSD} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_{i} - \hat{y}_{i})^2}\]
The evaluation results for the different approaches are shown in this section. These approaches are tested on two datasets: evalSet described in Section 2.1 and the ACE Challenge evaluation set.

### 4.1. Performance in evalSet

Table 1 shows the performance of the three approaches in terms of RMSD on the evalSet dataset introduced in Section 2.1. NIRAv1 and NIRAv3 show the best performance for DRR estimation and NIRAv2 the highest estimation error deviation. Figure 3 displays the box plot for the same dataset. NIRAv2 shows a wider interquartile range (IQR) and a negative bias which explains the higher RMSD value compared to the other two methods. Regarding T₆₀ estimation, Tab. 1 indicates that the best approach is NIRAv1, whereas NIRAv3 provides the lowest performance mainly due to the bias and the wide IQR displayed in Fig. 4.

<table>
<thead>
<tr>
<th>Method</th>
<th>RMSE_{DRR} (dB)</th>
<th>RMSE_{T₆₀} (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIRAv1</td>
<td>0.64</td>
<td>3.18</td>
</tr>
<tr>
<td>NIRAv2</td>
<td>0.92</td>
<td>3.66</td>
</tr>
<tr>
<td>NIRAv3</td>
<td>0.63</td>
<td>7.15</td>
</tr>
</tbody>
</table>

Table 1: RMSE of the three approaches to estimate DRR and T₆₀ using evalSet dataset.

### 4.2. Performance in ACE Challenge Evaluation set

Table 2 shows the performance of the three approaches on the ACE Challenge evaluation dataset. NIRAv3 and NIRAv1 still provide the best performance for DRR estimation and T₆₀ respectively on this dataset, however the deviations are considerably increased. Figure 5 shows the distribution of the DRR estimation error for each method. The three methods present similar distributions, however NIRAv3 is less biased which is in accordance with the results displayed in Tab. 2. Figure 6 shows the box plot for each method proposed to estimate T₆₀. NIRAv3 presents the higher interquartile range and NIRAv1 the least biased estimation, which is reflected in the deviation shown in Tab. 2.

An analysis of the performance of the best approaches to estimate DRR and T₆₀ is shown in Fig. 5 and 6 respectively for each
Table 2: RMSD of the three approaches to estimate DRR and $T_{60}$ using ACE Challenge evaluation set.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\text{RMSD}_{\text{DRR}}$ (dB)</th>
<th>$\text{RMSD}<em>{T</em>{60}}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIRAv1</td>
<td>3.87</td>
<td>43.19</td>
</tr>
<tr>
<td>NIRAv2</td>
<td>3.85</td>
<td>44.80</td>
</tr>
<tr>
<td>NIRAv3</td>
<td>3.84</td>
<td>44.18</td>
</tr>
</tbody>
</table>

Figure 5: Distribution of the DRR estimation errors for each method using ACE Challenge evaluation dataset.

Figure 6: Distribution of the $T_{60}$ estimation errors for each method using ACE Challenge evaluation dataset.

These figures suggest that babble noise provides the lowest RMSD for DRR estimation whereas fan noise in the recordings brings higher DRR estimation errors. On the contrary, fan noise provides the lowest $T_{60}$ deviation and babble noise brings the highest $T_{60}$ estimation errors.

5. CONCLUSION

We have presented in this paper three data-driven approaches to estimate full-band DRR and $T_{60}$ from single-channel reverberant speech. These approaches are based on training a BLSTM with different datasets. Additionally, we explored the combination of these networks trained with different datasets by employing a SVR. The best DRR estimation performance was achieved with NIRAv3, $\text{RMSD}_{\text{DRR}} = 3.84$ dB with IQR = 4.79 dB and median of -1.3 dB. This is based on training with different databases several BLSTMs and combining their individual time averaged estimations with a SVR. On the other hand, NIRAv1 provides the best $T_{60}$ estimation performance, $\text{RMSD}_{T_{60}} = 43.19$ % with IQR = 44 % and median of -23.88 %. This configuration is based on training a BLSTM employing only the ACE Challenge development dataset.

Moreover, the performance of these approaches was tested with 10 % of the ACE Challenge development files, not previously used in the training process, i.e. evalSet. The best performance of DRR and $T_{60}$ was obtained with NIRAv3 and NIRAv1 respectively, as it occurs on ACE Challenge evaluation dataset. However, the deviations were considerably lower, $\text{RMSD}_{\text{DRR}} = 0.63$ dB with IQR = 0.7 dB and median of -0.01 dB for DRR estimation and $\text{RMSD}_{T_{60}} = 3.18$ % with IQR = 3.23 % and median of 0.34 % for $T_{60}$ estimation, which may indicate an overfitting problem in the training process.
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