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ABSTRACT

Dereverberation is an important preprocessing step in many speech systems, both for human and machine listening. In many situations, including robot audition, the sound sources of interest can be incident from any direction. In such circumstances, a spherical microphone array allows direction of arrival estimation which is free of spatial aliasing and direction-independent beam patterns can be formed. This contribution formulates the Weighted Prediction Error algorithm in the spherical harmonic domain and compares the performance to a space domain implementation. Simulation results demonstrate that performing dereverberation in the spherical harmonic domain allows many more microphones to be used without increasing the computational cost. The benefit of using many microphones is particularly apparent at low signal to noise ratios, where for the conditions tested up to 71% improvement in speech-to-reverberation modulation ratio was achieved.
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1. INTRODUCTION

Dereverberation processing can improve the accuracy of automatic speech recognition and, in some cases, the perceived quality of speech transmitted over a communications channel [1]. We are particularly interested in Spherical Harmonic (SH) domain processing of Spherical Microphone Array (SMA) signals due to the convenience with which beams can be steered in any direction without affecting their directivity pattern. This is important for applications such as robot audition where the positions of sound sources relative to the microphone array are unknown in advance. Dereverberation for SMAs has been presented for the case where detailed knowledge of the environment can be reliably estimated or is known in advance [2–4]. On the other hand, blind dereverberation attempts to perform such an enhancement without prior knowledge of the room or the positions of the source and microphone array.

In a recent comparative study of single and multichannel approaches, long-term linear prediction in subbands was shown to be particularly effective [5]. The basis of this approach has been developed over a number of years. The Weighted Prediction Error (WPE) approach [6], determines a multichannel linear prediction filter whose inverse estimates the desired speech signal at one of the input channels. The method processes each subband independently whereupon an iterative algorithm alternately estimates the time-varying variance of the desired signal and the linear prediction coefficients. To dereverberate multiple channels, the WPE algorithm can be applied independently for each channel. The Generalized WPE (GWPE) algorithm [7] extends WPE to the Multiple-Input-Multiple-Output (MIMO) case where the iterative approach alternately estimates the spatial covariance of the dereverberated signals and the linear prediction filter coefficients. It was further shown in [7] that GWPE and WPE are identical in the special case of a diagonal spatial covariance matrix. Although unlikely to be the case in practice, making such an assumption achieves a significant amount of dereverberation and extensive computational savings.

In the context of SMAs, the WPE could be applied in the space domain, that is directly to the microphone signals, before transforming the dereverberated signals to the SH domain for subsequent processing, such as Direction-of-Arrival (DOA) estimation and beamforming. However, we propose that WPE be applied after transforming the signals to the SH domain so that a large number of microphones can be used to improve robustness to noise without increasing the computational cost of the dereverberation process.

The contributions of this paper are to formulate the WPE algorithm in the SH domain and to evaluate its performance compared to WPE operating in the space domain over a range of Signal-to-Noise Ratios (SNRs).

2. TECHNICAL BACKGROUND

Working in the Short Time Fourier Transform (STFT) domain with frequency index \( \nu \) and frame index \( \ell \), the signal received at the \( q \)-th channel of a microphone array is given by
\[ X_q(\nu, \ell) = D_q(\nu, \ell) + X_q^{(r)}(\nu, \ell) + V_q(\nu, \ell) \]  
\[ \text{where } D_q(\nu, \ell) \text{ is the desired signal, which includes the direct path and some early reflections, } X_q^{(r)}(\nu, \ell) \text{ is the undesired reverberation which is correlated with } D_q(\nu, \ell) \text{ and } V_q(\nu, \ell) \text{ is additive noise which is not correlated with } D_q(\nu, \ell). \]

Collecting the observation of \( X_q(\nu, \ell) \) over \( N_\ell \) frames into a vector gives

\[ x_q(\ell) = [x_q(\nu, \ell - N_\ell + 1), \ldots, x_q(\nu, \ell)]^T \]

and \( d_q(\nu, \ell) \), \( x_q^{(r)}(\nu, \ell) \) and \( v_q(\nu, \ell) \) are similarly defined. Since each subband is processed independently, we consider only a single subband and drop the dependence on \( \nu \)

\[ x_q(\ell) = d_q(\ell) + x_q^{(r)}(\ell) + v_q(\ell) \]

The aim of WPE is to estimate the desired signal at the \( q \)-th microphone by predicting the late reverberation, \( \hat{x}_q^{(r)}(\ell) \), and subtracting it

\[ \hat{d}_q(\ell) = x_q(\ell) - \hat{x}_q^{(r)}(\ell) \]

\[ = x_q(\ell) - X(\ell - \tau) \gamma_q \]

where \( \gamma_q = [\gamma_{q,1}, \ldots, \gamma_{q,N_q}]^T \) is the multichannel prediction filter,

\[ \gamma_{q,q'} = [G_{q,q'}(0), \ldots, G_{q,q'}(N_q - 1)]^T, \]

\[ X(\ell - \tau) = [X_1(\ell - \tau), \ldots, X_{N_q}(\ell - \tau)] \]

and

\[ X_q(\ell - \tau) = [x_q(\ell - \tau - N_q + 1), \ldots, x_q(\ell - \tau)] \]

is the \( N_q \times N_q \) convolution matrix for the \( q \)-th channel including a delay of \( \tau \) frames. The purpose of the delay is to avoid overwhitening, where short term correlations in the source signal are equalized out. The core of the WPE algorithm is an iterative approach to estimating \( \gamma_q \) from which an estimate of the desired signal follows directly according to (5). Using \( (\cdot)^{(n)} \) to denote the value of a variable on the \( n \)-th iteration, the estimated variance of the desired signal is updated as

\[ \hat{\lambda}_q^{(n)} = \max \left\{ \left| \hat{d}_q^{(n)} \right|^2, \epsilon \right\} \]

and the prediction filter is updated as

\[ \hat{\gamma}_q^{(n)} = \left( X^r H D^{-1}_{q} \hat{\lambda}_q^{(n)} X^r \right)^{-1} X^r H D^{-1}_{q} \lambda_q^{(n)} \]

where \( D^{-1}_{q} = \text{diag} \left\{ 1/\hat{\lambda}_q^{(n)} \right\} \), \( \epsilon \) in (6) is a lower bound on the variance to avoid singularities and the dependence on the frame index has been omitted for clarity. The next iteration proceeds with (5) substituting \( \hat{d}_q = \hat{d}_q^{(n+1)} \) and \( \gamma_q = \gamma_q^{(n)} \).

### 3. WPE IN THE SHD

The Spherical Fourier Transform (SFT) of a square-integrable function defined on the surface of a sphere, \( A(\Omega) \), where \( \Omega = (\theta, \phi) \) is the position on the sphere, can be approximated by sampling at discrete positions according to \( [8] \)

\[ A_{l,m} = \sum_{q} w_q A(\Omega_q) [Y^{m}_l(\Omega_q)]^* \]

where \( \Omega_q \) are the sample positions, \{\( w_q \}\) are the weights of the sampling scheme,

\[ Y^{m}_l(\Omega) = \sqrt{\frac{2l+1}{4\pi}} \frac{(l-m)!}{(l+m)!} P^m_l(\cos \phi) e^{im\theta} \]

is the SH function of order \( l \in \mathbb{N} \) and degree \( m \in \{-l, \ldots, l\} \) and \( P^m_l(\cdot) \) is the associated Legendre function. The maximum order, \( L \), for which the approximation in (8) holds depends on the spatial bandwidth of \( A(\Omega) \), the number of sample points, \( N_q \), and their distribution over the sphere. For clarity of notation, we refer to each of the \( N_p = (L + 1)^2 \) SH coefficients using a single index \( p = F(l, m) = l^2 + l + m + 1 \).

Substituting \( A(\Omega_q) = X_q(\nu, \ell) \) into (8), the SFT of the sampled sound field is given by \( \{X_p(\nu, \ell)\}_{p=1,\ldots,N_p} \). Similarly, when transformed to the SH domain, \( \{D_q(\nu, \ell)\}_{q=1,\ldots,N_q} \), \( \{X_q^{(r)}(\nu, \ell)\}_{q=1,\ldots,N_q} \) and \( \{V_q(\nu, \ell)\}_{q=1,\ldots,N_q} \) become \( \{D_p(\nu, \ell)\}_{p=1,\ldots,N_p} \), \( \{X_p^{(r)}(\nu, \ell)\}_{p=1,\ldots,N_p} \) and \( \{V_p(\nu, \ell)\}_{p=1,\ldots,N_p} \), respectively. Following the exposition in Sec. 2, we consider a single subband and collate signals into vectors of \( N_\ell \) frames as in (2) such that

\[ x_p(\ell) = d_p(\ell) + x_p^{(r)}(\ell) + v_p(\ell) \]

and

\[ \hat{d}_p(\ell) = x_p(\ell) - X(\ell - \tau) \gamma_p \]

where \( X(\ell - \tau) \) is the delayed multi-SH convolution matrix and \( \gamma_p \) is the multi-SH linear prediction filter which estimates the reverberant component of the \( p \)-th SH signal.

Following (6) and (7) the iterative updates for WPE in the SH domain can be found as

\[ \hat{\lambda}_p^{(n)} = \max \left\{ \left| \hat{d}_p^{(n)} \right|^2, \epsilon \right\} \]

and

\[ \hat{\gamma}_p^{(n)} = \left( X^r H D^{-1}_{p} \hat{\lambda}_p^{(n)} X^r \right)^{-1} X^r H D^{-1}_{p} \lambda_p^{(n)} X_p \]

### 4. EVALUATION

The efficacy of WPE dereverberation in the SH domain is compared to WPE in the space domain as a function of the SNR, number of microphones, \( N_q \), and linear prediction filter length, \( N_g \), using computer simulations.
4.1. Method

The image method [9] was used to simulate the Acoustic Impulse Response (AIR) from a single source to each microphone in three, co-located open SMAs, each with radius 4.2 cm and with \( N_q \in \{4, 8, 32\} \). An open configuration, where the microphones are placed in free space, was selected to ensure that the results are as general as possible; had a rigid configuration, where the microphones are placed on a baffle, been used, any benefit for SH domain processing might have been attributed to scattering effects having a negative impact on space domain processing. The room size was \( 4 \times 6 \times 3 \) m, the Reverberation Time (RT) was 0.5 s and the source-array distance was 1.5 m. On each of 10 trials per test condition, speech from the TIMIT database [10] was concatenated to form utterances of at least 6 s and convolved with the AIRs for a randomly selected SMA position and relative source direction. The level of the reverberant speech was set to normalize the active level of the direct path speech component according to [11] and independent white Gaussian noise added to each sensor to obtain Direct-to-Incoherent Noise Ratios (DINRs) of 0, 10 and 20 dB. Signals were sampled at 8 kHz and the STFT used 64 ms Hamming-windowed frames with 50% overlap.

For SMAs with \( N_q \in 4 \text{ and } 8 \), sensors were equally distributed over the sphere according to the vertices of the corresponding platonic solids and \( \{w_q\}_{q=1 \ldots N_q} = \frac{4 \pi}{N_q} \). For \( N_q = 32 \), the sensor angles were approximately equally distributed according to [12]. For each trial, the SMAs were rotated such that each had an arbitrarily selected reference sensor oriented towards the source direction, which ensured that all arrays had access to the best sensor and the direction of the source with respect to the SMAs was fixed and so known a priori. A number of methods for estimating DOAs are available [13–17] and so this process is beyond the scope of the current paper.

For each SMA three dereverberation approaches were evaluated. 1) No processing: The microphone signals, \( \{X_q(\nu, \ell)\}_{q=1 \ldots N_q} \), were transformed directly to the SH domain, \( \{X_p(\nu, \ell)\}_{p=1 \ldots N_p} \), according to (8) with \( L = 1 \) (\( N_p = 4 \)) and a maximum directivity beamformer [18] was steered towards the source. 2) Space domain: WPE was applied to the space domain signals, as described in Sec. 2, before taking the discrete STFT and beamforming, as in condition 1. 3) SH domain: The microphone signals were transformed to the SH domain, dervedereverberated as proposed in Sec. 3, and then beamformed. Note that the number of SHs, \( N_p \), was 4, regardless of \( N_q \) to ensure that the directivity pattern of the SH domain beamforming was the same in all test conditions.

A range of dereverberation filter lengths were tested, depending on the number of channels being processed. For space domain WPE with \( N_q = 4 \), \( N_q \in \{1, 2, 4, 8, 16, 32\} \); with \( N_q = 8 \), \( N_q \in \{1, 2, 4, 8, 16\} \) and with \( N_q = 32 \), \( N_q \in \{1, 2, 3\} \). For SH domain WPE \( N_q \in \{1, 2, 4, 8, 16, 32\} \), regardless of \( N_q \). In all cases, we set \( \tau = 2 \), as in [7].

![Fig. 1. Effect of the number of filter coefficients on algorithm run time as indicated by RTF for DINR of 0 dB. Legend indicates the number of microphones and the processing domain.](image-url)
Fig. 2. Effect of the number of filter coefficients on SRMR for DINR of (a) 0 dB, (b) 10 dB and (c) 20 dB. Legend indicates the number of microphones and the processing domain.

Fig. 3. Effect of the number of filter coefficients on LSD for DINR of (a) 0 dB, (b) 10 dB and (c) 20 dB. Legend indicates the number of microphones and the processing domain.

considered for SH domain processing, so a like-for-like comparison is not possible. Instead one can interpret the space domain performance as shifting the SH performance curve to the right. That is, in the space domain it requires 1024 coefficients to achieve what can be done in the SH domain with only 32. Comparing the ‘32 SH’ condition to the ‘4 space’ condition, an overall improvement of between 63% and 71% is obtained with the same number of filter coefficients.

At higher DINRs the same trends are evident, although the benefit of more microphone channels is less pronounced. At 20 dB DINRs, the noise is sufficiently low that beamforming only performance is almost the same, independent of the number of microphones. However, it is still clear that dereverberation in the SH domain offers improved performance compared to the space domain and using more microphones further increases this advantage.

Figure 3 shows that LSD performance follows the same trends as for SRMR with SH processing achieving improved (lower) scores over space domain processing in all cases.

5. CONCLUSIONS

A novel formulation of the WPE algorithm which operates in the SH domain has been presented. In numerical simulations it has been demonstrated that for a 4-channel array by performing dereverberation in the SH domain between 3 and 10% improvement in SRMR can be obtained. Furthermore, increasing the number of channels to 32 led to an SRMR improvement of between 63 and 71%, without increasing the computational complexity of the dereverberation.
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