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#### Abstract

The augmented complex LMS (ACLMS) algorithm deals with second order noncircular (improper) input signals, based on widely linear modelling and the use of full second order statistical information. In current analyses of ACLMS, it is implicitly or explicitly assumed that the length of the adaptive filter is equal to that of the unknown system's impulse response (optimal model order). In many applications, however, the length of the adaptive filter is smaller than required, the so called deficient length case, which renders the analysis for a 'sufficient length' ACLMS inadequate. To this end, we examine the statistical behaviour of the ACLMS algorithm in undermodelling situations. Exact expressions are developed to completely characterise both the transient and steady-state mean and mean square performances of the deficient length ACLMS for general second order noncircular Gaussian input signals. This is achieved using the recently introduced approximate uncorrelating transform (AUT), in order to jointly diagonalise the covariance and pseudo-covariance matrices with a single singular value decomposition (SVD), which both simplifies the analysis and enables a link between the degree of input noncircularity and the steady state mean square error (MSE) performance of the deficient length ACLMS. Simulations in system identification settings support the analysis.
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## 1. Introduction

The complex least mean square (CLMS) adaptive filtering algorithm has found application in numerous areas, including noise cancellation, system identification and prediction [1]. Standard learning algorithms in the complex domain, $\mathbb{C}$, are normally considered as generic extensions of the corresponding algorithms in the real domain, $\mathbb{R}$, a consequence of a restricted use of the available second order statistics analysis which is narrowed down to only the $M \times M$ covariance matrix, $\mathbf{R}_{\mathbf{x}}=E\left[\mathbf{x}(k) \mathbf{x}^{H}(k)\right]$, where $\mathbf{x}(k) \in$ $\mathbb{C}^{M \times 1}[2,3]$. However, recent results in the so-called augmented complex statistics [4-7] show that the covariance matrix $\mathbf{R}_{\mathbf{X}}$ cannot completely describe the second order behaviour of general complex signals, and another second order moment, the $M \times M$ pseudo-covariance matrix, $\mathbf{P}_{\mathbf{x}}=E\left[\mathbf{x}(k) \mathbf{x}^{T}(k)\right]$, should also be taken into account, especially when processing second order noncircular (improper) signals. For second order circular signals, the pseudocovariance matrix $\mathbf{P}_{\mathbf{x}}=\mathbf{0}$, and the standard adaptive filtering al-

[^0]gorithms (based on the covariance only) are adequate. For noncircular signals, $\mathbf{P}_{\mathbf{x}} \neq \mathbf{0}$, and complex-valued adaptive filtering algorithms should be designed based on the $2 M \times 1$ so-called augmented input vector $\mathbf{z}(k)=\left[\mathbf{x}^{T}(k), \mathbf{x}^{H}(k)\right]^{T}$, for which the $2 M \times 2 M$ augmented covariance matrix is given by [4-9]
\[

$$
\begin{align*}
\mathbf{R}_{\mathbf{z}} & =E\left[\mathbf{z}(k) \mathbf{z}^{H}(k)\right] \\
& =\left[\begin{array}{cc}
E\left[\mathbf{x}(k) \mathbf{x}^{H}(k)\right] & E\left[\mathbf{x}(k) \mathbf{x}^{T}(k)\right] \\
E\left[\mathbf{x}^{*}(k) \mathbf{x}^{H}(k)\right] & E\left[\mathbf{x}^{*}(k) \mathbf{x}^{T}(k)\right]
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{R}_{\mathbf{x}} & \mathbf{P}_{\mathbf{x}} \\
\mathbf{P}_{\mathbf{x}}^{*} & \mathbf{R}_{\mathbf{x}}^{*}
\end{array}\right] \tag{1}
\end{align*}
$$
\]

The augmented complex statistics have opened the possibility to design LMS-type adaptive filtering algorithms based on the widely linear model [ $4,6,7,10]$, leading to the so called augmented CLMS (ACLMS) [11,12], which is suitable for processing both second order circular and noncircular signals. This advantage over the conventional CLMS algorithm has led to its applications in signal processing [9,13,14], communications [15], and power systems [16,17]. In most current analyses, it is implicitly or explicitly assumed that the filter length is equal to the length of the unknown system impulse response, an optimal modelling situation [18-24], which is often not the case in practical settings. Therefore, the results for the 'sufficient length' ACLMS do not directly apply to the 'deficient length' situations; these arise in scenarios where a system with an
unknown but long impulse response is modelled with an adaptive filter of a relatively shorter length. On the other hand, it is important for practical purposes to understand and quantify the statistical behaviour of the deficient length ACLMS, a subject of this work. This analysis could allow answers to more detailed performance analysis questions in specific contexts, such as the identification of a filter order that would allow a specific performance criterion such as an achievable minimum MSE to be obtained.

The first attempt to address accurate performance analysis of adaptive filters in the undermodelling situations is established in [25], where a deficient length LMS in $\mathbb{R}$ has been considered for correlated Gaussian data. An insufficient length transform domain LMS, which employs a real-valued discrete cosine transformation (DCT) to speed up the convergence, has been discussed in [26]. This work has been implicitly extended into the complex domain $\mathbb{C}$ in [27] in the sense that a complex-valued discrete Fourier transformation (DFT) has been utilised. However, from the perspective of the augmented complex statistics in $\mathbb{C}$, the analysis in [27] is still rather limited. On one hand, it directly extends the analyses in $\mathbb{R}[25,26]$ by considering a strictly linear undermodelling problem. On the other hand, the assumption of signal properness (second order circularity) has been implicitly imposed on the complexvalued data after the DFT operation, which has been justified based on central limit theorem in [28].

Therefore, in this paper, we develop a rigourous analysis of both the transient and steady-state performances of the deficient length ACLMS, which employs the most general widely linear framework in $\mathbb{C}$ for the processing of complex-valued data in terms of the full second order statistics. For rigour, this is achieved for second order correlated noncircular Gaussian inputs; the corresponding results for the case of doubly white ${ }^{1}$ Gaussian inputs are readily obtained as a special case. In order to both simplify the analysis and explicitly link the degree of noncircularity of the input with steady state performance of the deficient length ACLMS, we employ the recently introduced approximate uncorrelating transform (AUT), which jointly diagonalises the covariance and pseudo-covariance matrices with a single singular value decomposition (SVD) [29]. The analysis shows that for correlated second order noncircular inputs, the deficient length ACLMS exhibits a distinctive statistical behaviour compared to noncircular doubly white Gaussian inputs. Simulations in the system identification setting validate the theoretical results.

## 2. Performance Analysis

Consider a second order noncircular (improper) desired signal $d(k)$ generated by the following widely linear model $[4,6,30]$
$d(k)=\mathbf{h}_{N}^{\mathrm{oH}} \mathbf{x}_{N}(k)+\mathbf{g}_{N}^{\mathrm{oH}} \mathbf{x}_{N}^{*}(k)+q(k)$
where $\mathbf{h}_{N}^{o}=\left[h_{1}^{o}, h_{2}^{o}, \ldots, h_{N}^{o}\right]^{T}$ and $\mathbf{g}_{N}^{o}=\left[g_{1}^{0}, g_{2}^{0}, \ldots, g_{N}^{o}\right]^{T}$ are respectively the standard and conjugate unknown (optimal) system impulse response vectors of length $N, \mathbf{x}_{N}(k)=[x(k), x(k-$ 1), $\ldots, x(k-N+1)]^{T}$ is the $N \times 1$ tap input vector to the unknown system at the time instant $k, q(k)$ is stationary, zero-mean, independent noise, while $(\cdot)^{T},(\cdot)^{*}$, and $(.)^{H}$ are respectively the transpose, complex conjugate and Hermitian operators. The widely linear model in (2) has provided modelling advantages in the representation of complex-valued baseband communication signals at the receiver side which arise in real-valued modulation schemes, e.g., amplitude-shift keying (ASK), binary phase-shift keying (BPSK) and pulse amplitude modulation (PAM) [15,22,31,32]. Improper baseband communication signals represented by (2) can

[^1]also arise due to amplitude and phase imbalances between their in-phase and quadrature (I/Q) components [33-35]. The utility of the model in (2) has also been demonstrated in unbalanced threephase power systems [16,17]. For generality, we further assume that the input $x(k)$ is a correlated second order noncircular Gaussian process, i.e. the off-diagonal elements in both $\mathbf{R}_{\mathbf{x}}$ and $\mathbf{P}_{\mathbf{x}}$ do exist. Note that in (2), performance analysis of the deficient length ACLMS is implicitly performed in a stationary environment, where the unknown system coefficients $\mathbf{h}_{N}^{o}$ and $\mathbf{g}_{N}^{o}$ are time invariant. However, in practice, nonstationary environments may appear, where $\mathbf{h}_{N}^{o}$ and $\mathbf{g}_{N}^{o}$ exhibit time variations, which for modelling purposes typically assumes a random walk process. The purpose of the tracking analysis of an adaptive filter is to study its ability to track such time variations, and we refer to [36-38] for more detail along this direction.

In order to estimate the the unknown system impulse response vectors in (2), the ACLMS algorithm updates its weight vectors according to [11]
$\mathbf{h}(k+1)=\mathbf{h}(k)+\mu e^{*}(k) \mathbf{x}(k)$
$\mathbf{g}(k+1)=\mathbf{g}(k)+\mu e^{*}(k) \mathbf{x}^{*}(k)$
where $\mu$ is the step-size and the output error $e(k)$ is given by
$e(k)=d(k)-\mathbf{h}^{H}(k) \mathbf{x}(k)-\mathbf{g}^{H}(k) \mathbf{x}^{*}(k)$
with $\mathbf{x}(k)=[x(k), x(k-1), \ldots, x(k-M+1)]^{T}$ being the input signal vector and $\mathbf{h}(k)$ and $\mathbf{g}(k)$ the $M \times 1$ weight vectors of the widely linear adaptive filter. In the deficient length case, $M<N$.

For compactness of the analysis, we shall employ the following form of the desired signal in (2)
$d(k)=\mathbf{w}_{2 N}^{\mathrm{oH}} \mathbf{z}_{2 N}(k)+q(k)$
where $\mathbf{w}_{2 N}^{o}=\left[\mathbf{h}_{N}^{o T}, \mathbf{g}_{N}^{o T}\right]^{T}$ and $\mathbf{z}_{2 N}(k)=\left[\mathbf{x}_{N}^{T}(k), \mathbf{x}_{N}^{H}(k)\right]^{T}$ are respectively the augmented system impulse response vector and the augmented system input vector.

The ACLMS update in (3) and (4) can now be compactly expressed as
$\mathbf{w}(k+1)=\mathbf{w}(k)+\mu e^{*}(k) \mathbf{z}(k)$
where $\mathbf{w}(k)=\left[\mathbf{h}^{T}(k), \mathbf{g}^{T}(k)\right]^{T}$ and $\mathbf{z}(k)=\left[\mathbf{x}^{T}(k), \mathbf{x}^{H}(k)\right]^{T}$ are respectively the $2 M \times 1$ augmented weight and input vectors of ACLMS, and
$e(k)=d(k)-\mathbf{w}^{H}(k) \mathbf{z}(k)$
Since for the deficient length case $M<N$, it is convenient to rearrange $\mathbf{w}_{2 N}^{0}$ and $\mathbf{z}_{2 N}(k)$ so as to reflect the $2 M \times 1$ 'modelled', $\mathbf{w}^{0}$, and the $2(N-M) \times 1$ 'unmodelled', $\overline{\mathbf{w}}^{0}$, parts of the system in the form
$\mathbf{w}_{2 N}^{\mathrm{o}}=\left[\begin{array}{c}\mathbf{w}^{\mathrm{o}} \\ \overline{\mathbf{w}}^{\mathrm{o}}\end{array}\right], \quad \mathbf{z}_{2 N}(k)=\left[\begin{array}{l}\mathbf{z}(k) \\ \overline{\mathbf{z}}(k)\end{array}\right]$
where

$$
\begin{aligned}
\mathbf{w}^{\mathrm{o}}= & {\left[\mathbf{h}^{\mathrm{oT}}, \mathbf{g}^{\mathrm{o} T}\right]^{T} } \\
= & {\left[h_{1}^{\mathrm{o}}, h_{2}^{\mathrm{o}}, \ldots, h_{M}^{\mathrm{o}}, g_{1}^{\mathrm{o}}, g_{2}^{\mathrm{o}}, \ldots, g_{M}^{\mathrm{o}}\right]^{T} } \\
\overline{\mathbf{w}}^{\mathrm{o}}= & {\left[\overline{\mathbf{h}}^{\mathrm{oT}}, \overline{\mathbf{g}}^{\mathrm{o} T}\right]^{T} } \\
= & {\left[h_{M+1}^{\mathrm{o}}, h_{M+2}^{\mathrm{o}}, \ldots, h_{N}^{\mathrm{o}}, g_{M+1}^{\mathrm{o}}, g_{M+2}^{\mathrm{o}}, \ldots, g_{N}^{\mathrm{o}}\right]^{T} } \\
\mathbf{z}(k)= & {\left[\overline{\mathbf{x}}^{T}(k), \overline{\mathbf{x}}^{H}(k)\right]^{T} } \\
= & {[x(k-M), x(k-M-1), \ldots, x(k-N+1),} \\
& \left.x^{*}(k-M), x^{*}(k-M-1), \ldots, x^{*}(k-N+1)\right]^{T}
\end{aligned}
$$

Upon introducing the $2 M \times 1$ augmented weight error vector
$\widetilde{\mathbf{w}}(k)=\mathbf{w}(k)-\mathbf{w}^{0}$
from (6), (9) and (10) and after some mathematical manipulations, the output error in (8) can be rewritten as
$e(k)=\underbrace{\overline{\mathbf{w}}^{\mathrm{oH}} \mathbf{z}(k)}_{\text {unmodelled part of } d(k)}-\underbrace{\widetilde{\mathbf{w}}^{H}(k) \mathbf{z}(k)}_{\text {modelled part of }(k)}+q(k)$
while for its conjugate we have
$e^{*}(k)=\overline{\mathbf{w}}^{\mathrm{oT}} \overline{\mathbf{z}}^{*}(k)-\widetilde{\mathbf{w}}^{T}(k) \mathbf{z}^{*}(k)+q^{*}(k)$
Observe that the output error $e(k)$ in (11) is now governed by both the weight error part (second term) and the undermodelling part (first term). From (7) and (12), the recursion for the update of the augmented weight error vector $\widetilde{\mathbf{w}}(k)$ becomes

$$
\begin{align*}
\widetilde{\mathbf{w}}(k+1)= & \widetilde{\mathbf{w}}(k)+\mu\left(\overline{\mathbf{w}}^{\mathrm{o} T} \overline{\mathbf{z}}^{*}(k)-\widetilde{\mathbf{w}}^{T}(k) \mathbf{z}^{*}(k)+q^{*}(k)\right) \mathbf{z}(k) \\
= & \left(\mathbf{I}_{2 M}-\mu \mathbf{z}(k) \mathbf{z}^{H}(k)\right) \widetilde{\mathbf{w}}(k) \\
& +\mu\left(\overline{\mathbf{w}}^{\mathrm{oT}} \overline{\mathbf{z}}^{*}(k)\right) \mathbf{z}(k)+\mu q^{*}(k) \mathbf{z}(k) \tag{13}
\end{align*}
$$

where $\mathbf{I}_{2 M}$ is a $2 M \times 2 M$ identity matrix.

### 2.1. Convergence in the mean

The mean behaviour of the augmented weight error vector of deficient length ACLMS can now be determined by applying the statistical expectation operator $E[\cdot]$ to both sides of (13) and using the standard independence assumptions, that is, the noise $q(k)$ is statistically independent of any other variable in the ACLMS and $\widetilde{\mathbf{w}}(k)$ is statistically independent of the filter input $\mathbf{z}(k)[39,40]$, to yield
$E[\widetilde{\mathbf{w}}(k+1)]=\left[\mathbf{I}_{2 M}-\mu \mathbf{R}_{\mathbf{z}}\right] E[\widetilde{\mathbf{w}}(k)]+\mu \mathbf{b}$
where $\mathbf{R}_{\mathbf{z}}$ is the augmented covariance matrix of the input data to the ACLMS, as defined in (1), and the $2 M \times 1$ vector $\mathbf{b}$ is defined as
$\mathbf{b}=E\left[\left(\overline{\mathbf{w}}^{\mathrm{OT}} \overline{\mathbf{z}}^{*}(k)\right) \mathbf{z}(k)\right]$
which reflects the unmodelled part of the system being modelled, that is, the scalar product $\overline{\mathbf{w}}^{0 T} \overline{\mathbf{z}}^{*}(k)$, although its dimensionality $2 M \times 1$ is subject to the modelled part of the system by the ACLMS adaptive filter, that is, the augmented input vector $\mathbf{z}(k)$. Since as defined, $\mathbf{z}(k)=\left[\mathbf{x}^{T}(k), \mathbf{x}^{H}(k)\right]^{T}$, we further have $\mathbf{b}=\left[\mathbf{b}_{1}^{T}, \mathbf{b}_{2}^{T}\right]^{T}$, where $\mathbf{b}_{1}=\left[b_{1,1}, b_{1,2}, \ldots, b_{1, M}\right]^{T}$ and $\mathbf{b}_{2}=\left[b_{2,1}, b_{2,2}, \ldots, b_{2, M}\right]^{T}$ can be expressed as
$\mathbf{b}_{1}=E\left[\left(\overline{\mathbf{w}}^{\mathrm{oT}} \overline{\mathbf{z}}^{*}(k)\right) \mathbf{x}(k)\right]=E\left[\left(\overline{\mathbf{h}}^{\mathrm{OT}} \overline{\mathbf{x}}^{*}(k)+\overline{\mathbf{g}}^{\mathrm{OT}} \overline{\mathbf{x}}(k)\right) \mathbf{x}(k)\right]$
$\mathbf{b}_{2}=E\left[\left(\overline{\mathbf{w}}^{\mathrm{O} T} \overline{\mathbf{z}}^{*}(k)\right) \mathbf{x}^{*}(k)\right]=E\left[\left(\overline{\mathbf{h}}^{\mathrm{O} T} \overline{\mathbf{x}}^{*}(k)+\overline{\mathbf{g}}^{\mathrm{O} T} \overline{\mathbf{x}}(k)\right) \mathbf{x}^{*}(k)\right]$
The $i$ th components of $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$ can be derived as

$$
\begin{align*}
b_{1, i} & =E\left[\sum_{j=M+1}^{N}\left(h_{j}^{0} x^{*}(k-j+1)+g_{j}^{0} x(k-j+1)\right) x(k-i+1)\right] \\
& =\sum_{j=M+1}^{N}\left(h_{j}^{0} r(j-i)+g_{j}^{0} p(j-i)\right)  \tag{18}\\
b_{2, i} & =E\left[\sum_{j=M+1}^{N}\left(h_{j}^{0} x^{*}(k-j+1)+g_{j}^{0} x(k-j+1)\right) x^{*}(k-i+1)\right] \\
& =\sum_{j=M+1}^{N}\left(h_{j}^{0} p^{*}(j-i)+g_{j}^{0} r^{*}(j-i)\right) \tag{19}
\end{align*}
$$

where $r(j-i)=E\left[x(k-i) x^{*}(k-j)\right]$ and $p(j-i)=E[x(k-i) x(k-$ $j)$ ] are respectively the covariance and pseudo-covariance coefficient at a discrete lag $(j-i)$.

Recall that $\lambda_{\text {max }} \leq \operatorname{tr}\left(\mathbf{R}_{\mathbf{z}}\right)$, where $\lambda_{\text {max }}$ is the maximum eigenvalue of $\mathbf{R}_{\mathbf{z}}$ and $\operatorname{tr}(\cdot)$ is the trace operator. Hence, according to (14), the convergence of the deficient length ACLMS in the mean is guaranteed if the step-size $\mu$ satisfies
$0<\mu<\frac{2}{\operatorname{tr}\left(\mathbf{R}_{\mathbf{z}}\right)}$
Remark 1. From the structure of the augmented covariance matrix $\mathbf{R}_{\mathbf{z}}$ in (1), we have $\operatorname{tr}\left(\mathbf{R}_{\mathbf{z}}\right)=2 \operatorname{tr}\left(\mathbf{R}_{\mathbf{X}}\right)$, and hence the step-size bound for deficient length ACLMS can be found from the mean analysis in (20), as
$0<\mu<\frac{1}{\operatorname{tr}\left(\mathbf{R}_{\mathbf{x}}\right)}$
Observe that this form is identical to that for mean stability of the sufficient length ACLMS in [18,19], due to the identical transition matrix [ $\mathbf{I}_{2 M}-\mu \mathbf{R}_{\mathbf{Z}}$ ] within the recursion of the weight error vector $E[\widetilde{\mathbf{w}}(k)]$ in (14). It is also interesting to observe that the upper bound on the step-size for the deficient length ACLMS is half of that for the real-valued deficient length LMS [25].

At the steady state, from (14), for the deficient length weight error vector we have
$E[\widetilde{\mathbf{w}}(\infty)]=\mathbf{R}_{\mathbf{z}}^{-1} \mathbf{b}$
so that, from (10), the steady-state value for the augmented weight vector of ACLMS becomes

$$
\begin{equation*}
E[\mathbf{w}(\infty)]=\mathbf{w}^{0}+\mathbf{R}_{\mathbf{z}}^{-1} \mathbf{b} \tag{23}
\end{equation*}
$$

Remark 2. Eq. (23) indicates that a correlated or pseudocorrelated complex-valued input to the deficient length ACLMS results in biased estimation of the optimal weight vector, $\mathbf{w}^{\mathbf{0}}$, which is reflected in the term $\mathbf{R}_{\mathbf{z}}^{-1} \mathbf{b}$ in (23). The value of this bias depends upon the degree of undermodelling ( $M$ relative to $N$ ), the values of the weight coefficients within $\mathbf{w}^{0}$, as well as the full second order statistics of the input signal, that is, the covariance and pseudo-covariance coefficients contained in the augmented covariance matrix $\mathbf{R}_{\mathbf{z}}$ and the vector $\mathbf{b}$.

When the input signal $x(k)$ is doubly white (DW), both the covariance, $r(j-i)$, and the pseudo-covariance, $p(j-i)$, coefficients in (18) and (19) vanish, since $j \geq M+1$ and $i=1,2, \ldots, M$. Thus,
$\mathbf{b}_{\mathrm{DW}}=\mathbf{0} \quad$ and $E\left[\mathbf{w}_{\mathrm{DW}}(\infty)\right]=\mathbf{w}^{0}$
Remark 3. For doubly white inputs, the ACLMS converges in the mean to the first $2 M$ weight coefficients within $\mathbf{w}_{2 N}^{0}$ in (9) in an unbiased manner.

### 2.2. Convergence in the mean square

We now consider the mean square error (MSE) performance of the deficient length ACLMS. From (5), the MSE of the ACLMS, denoted by $J(k)$, can be defined as
$J(k)=E\left[|e(k)|^{2}\right]=E\left[e(k) e^{*}(k)\right]$
Using the independence assumptions stated in Section 2.1, the MSE in (25) can be evaluated as

$$
\begin{align*}
J(k)= & E\left[\overline{\mathbf{w}}^{\mathrm{oH}} \overline{\mathbf{z}}(k) \overline{\mathbf{z}}^{H}(k) \overline{\mathbf{w}}^{\mathrm{o}}\right]-E\left[\left(\overline{\mathbf{w}}^{\mathrm{oH}} \overline{\mathbf{z}}(k)\right) \mathbf{z}^{H}(k) \widetilde{\mathbf{w}}(k)\right] \\
& -E\left[\left(\overline{\mathbf{w}}^{\mathrm{oT}} \overline{\mathbf{z}}^{*}(k)\right) \mathbf{z}^{T}(k) \widetilde{\mathbf{w}}^{*}(k)\right]+E\left[\widetilde{\mathbf{w}}^{H}(k) \mathbf{z}(k) \mathbf{z}^{H}(k) \widetilde{\mathbf{w}}(k)\right]+\sigma_{q}^{2} \\
= & \overline{\mathbf{w}}^{\mathrm{oH}} \mathbf{R}_{\mathbf{z}} \overline{\mathbf{w}}^{\mathrm{o}}-2 \Re\left[\mathbf{b}^{H} E[\widetilde{\mathbf{w}}(k)]\right]+\operatorname{tr}\left(\mathbf{R}_{\mathbf{z}} \mathbf{K}(k)\right)+\sigma_{q}^{2} \tag{26}
\end{align*}
$$

where $\mathfrak{K}[\cdot]$ is the 'real part' operator, $\mathbf{R}_{\mathbf{z}}=E\left[\overline{\mathbf{z}}(k) \overline{\mathbf{z}}^{H}(k)\right]$ is the $2(N-M) \times 2(N-M)$ augmented covariance matrix of the part of system input which is not considered by the deficient length ACLMS, and $\mathbf{K}(k)=E\left[\widetilde{\mathbf{w}}(k) \widetilde{\mathbf{w}}^{H}(k)\right]$ is the $2 M \times 2 M$ augmented weight error covariance matrix.

The mean square analysis rests upon the second order properties of the weight error vector $E\left[\widetilde{\mathbf{w}}(k) \widetilde{\mathbf{w}}^{H}(k)\right]$ in (26). To this end, we first apply the Hermitian operator $(.)^{H}$ to both sides of (13), to yield

$$
\begin{align*}
\widetilde{\mathbf{w}}^{H}(k+1)= & \widetilde{\mathbf{w}}^{H}(k)\left(\mathbf{I}_{2 M}-\mu \mathbf{z}(k) \mathbf{z}^{H}(k)\right)+\mu\left(\overline{\mathbf{w}}^{\mathrm{oH}} \overline{\mathbf{z}}(k)\right) \mathbf{z}^{H}(k) \\
& +\mu q(k) \mathbf{z}^{H}(k) \tag{27}
\end{align*}
$$

Upon multiplying both sides of (13) by $\widetilde{\mathbf{w}}^{H}(k+1)$ and taking the statistical expectation, the mean square evolution of the augmented weight error vector $\tilde{\mathbf{w}}(k)$ becomes

$$
\begin{align*}
\mathbf{K}(k+1)= & \mathbf{K}(k)-\mu \mathbf{R}_{\mathbf{z}} \mathbf{K}(k)-\mu \mathbf{K}(k) \mathbf{R}_{\mathbf{z}}+\mu^{2} \mathbf{R}_{\mathbf{z}} \mathbf{K}(k) \mathbf{R}_{\mathbf{z}} \\
& +\mu^{2} \mathbf{P}_{\mathbf{z}} \mathbf{K}^{T}(k) \mathbf{P}_{\mathbf{z}}^{*}+\mu^{2} \mathbf{R}_{\mathbf{z}} \operatorname{tr}\left(\mathbf{R}_{\mathbf{z}} \mathbf{K}(k)\right)+\mu E[\widetilde{\mathbf{w}}(k)] \mathbf{b}^{H} \\
& +\mu \mathbf{b} E\left[\widetilde{\mathbf{w}}^{H}(k)\right]-\mu^{2}\left(\mathbf{T}(k)+\mathbf{T}^{H}(k)\right) \\
& +\mu^{2} \mathbf{D}+\mu^{2} \sigma_{q}^{2} \mathbf{R}_{\mathbf{z}} \tag{28}
\end{align*}
$$

where

$$
\begin{align*}
\mathbf{P}_{\mathbf{z}} & =E\left[\mathbf{z}(k) \mathbf{z}^{T}(k)\right] \\
& =\left[\begin{array}{ll}
E\left[\mathbf{x}(k) \mathbf{x}^{T}(k)\right] & E\left[\mathbf{x}(k) \mathbf{x}^{H}(k)\right] \\
E\left[\mathbf{x}^{*}(k) \mathbf{x}^{T}(k)\right] & E\left[\mathbf{x}^{*}(k) \mathbf{x}^{H}(k)\right]
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{P}_{\mathbf{x}} & \mathbf{R}_{\mathbf{x}} \\
\mathbf{R}_{\mathbf{x}}^{*} & \mathbf{P}_{\mathbf{x}}^{*}
\end{array}\right] \tag{29}
\end{align*}
$$

is the $2 M \times 2 M$ augmented pseudo-covariance matrix [21], and
$\mathbf{T}(k)=E\left[\left(\overline{\mathbf{w}}^{\mathrm{oH}} \overline{\mathbf{z}}(k)\right) \mathbf{z}(k) \mathbf{z}^{H}(k) \widetilde{\mathbf{w}}(k) \mathbf{z}^{H}(k)\right]$
$\mathbf{D}=E\left[\left|\overline{\mathbf{w}}^{o H} \mathbf{z}(k)\right|^{2} \mathbf{z}(k) \mathbf{z}^{H}(k)\right]$
The detailed expressions of the $2 M \times 2 M$ matrices $\mathbf{T}(k)$ and $\mathbf{D}$ are given respectively in Appendix A and Appendix B. Note that expressions (26) and (28), for which the convergence of $E[\widetilde{\mathbf{w}}(k)]$ is guaranteed by (14), now completely describe the MSE convergence behaviour of the ACLMS algorithm for $M<N$, for both correlated and pseudo-correlated Gaussian input data. The impact of the degree of undermodelling on the mean-square evolution of ACLMS, in the form of $\mathbf{b}, \mathbf{T}(k)$ and $\mathbf{D}$, can also be observed.

Remark 4. The MSE behaviour of the deficient length ACLMS is different from that of its sufficient length counterpart, discussed in $[18,21]$, which is mainly due to the influence of the terms $\mathbf{T}(k)$ and $\mathbf{D}$ in (28), as well as the dependence of the mean behaviour on $E[\widetilde{\mathbf{w}}(k)]$ in both (26) and (28), all arising from the system undermodelling.

From the above general analysis, the MSE behaviour of ACLMS for the special case of doubly white (DW) Gaussian input can be deduced by noting that in this case, the vector $\mathbf{b}$ in (15) vanishes, and (26) simplifies into
$J_{\mathrm{DW}}(k)=\overline{\mathbf{w}}^{\mathrm{oH}}\left\{\mathbf{R}_{\overline{\mathbf{z}}}\right\}_{\mathrm{DW}} \overline{\mathbf{w}}^{\mathrm{o}}+\operatorname{tr}\left(\mathbf{R}_{\mathbf{z}} \mathbf{K}(k)\right)_{\mathrm{DW}}+\sigma_{q}^{2}$
For doubly white Gaussian input data, we have
$\left\{\mathbf{R}_{\bar{z}}\right\}_{\mathrm{DW}}=\left[\begin{array}{cc}\sigma_{x}^{2} \mathbf{I}_{N-M} & \rho_{\chi} \mathbf{I}_{N-M} \\ \rho_{\chi}^{*} \mathbf{I}_{N-M} & \sigma_{x}^{2} \mathbf{I}_{N-M}\end{array}\right]$
and
$\left\{\mathbf{R}_{\mathbf{z}}\right\}_{\mathrm{DW}}=\left[\begin{array}{cc}\sigma_{\chi}^{2} \mathbf{I}_{M} & \rho_{\chi} \mathbf{I}_{M} \\ \rho_{x}^{*} \mathbf{I}_{M} & \sigma_{x}^{2} \mathbf{I}_{M}\end{array}\right]$
so that the first term on the right hand side (RHS) of (32) can be further decomposed as

$$
\begin{align*}
\overline{\mathbf{w}}^{\mathrm{oH}}\left\{\mathbf{R}_{\overline{\mathbf{z}}}\right\}_{\mathrm{DW}} \overline{\mathbf{w}}^{\mathrm{o}} & =\left[\overline{\mathbf{h}}^{\mathrm{oH}}, \overline{\mathbf{g}}^{\mathrm{oH}}\right]\left[\begin{array}{cc}
\sigma_{x}^{2} \mathbf{I}_{N-M} & \rho_{x} \mathbf{I}_{N-M} \\
\rho_{x}^{*} \mathbf{I}_{N-M} & \sigma_{x}^{2} \mathbf{I}_{N-M}
\end{array}\right]\left[\begin{array}{c}
\overline{\mathbf{h}}^{\mathrm{o}} \\
\overline{\mathbf{g}}^{\mathrm{o}}
\end{array}\right] \\
& =\sigma_{x}^{2}\left(\left\|\overline{\mathbf{h}}^{\mathrm{o}}\right\|_{2}^{2}+\left\|\overline{\mathbf{g}}^{\mathrm{o}}\right\|_{2}^{2}\right)+2 \Re\left[\rho_{x} \overline{\mathbf{h}}^{\mathrm{oH}} \overline{\mathbf{g}}^{\mathrm{o}}\right] \tag{35}
\end{align*}
$$

In the same spirit, for doubly white Gaussian input data, the second term on the RHS of (32) can be decomposed as

$$
\begin{align*}
\operatorname{tr}\left(\mathbf{R}_{\mathbf{z}} \mathbf{K}(k)\right)_{\mathrm{DW}}= & \sigma_{x}^{2}\left(\left\|\tilde{\mathbf{h}}_{\mathrm{DW}}(k)\right\|_{2}^{2}+\left\|\widetilde{\mathbf{g}}_{\mathrm{DW}}(k)\right\|_{2}^{2}\right) \\
& +2 \mathfrak{R}\left[\rho_{x} \widetilde{\mathbf{h}}_{\mathrm{DW}}^{H}(k) \widetilde{\mathbf{g}}_{\mathrm{DW}}(k)\right] \tag{36}
\end{align*}
$$

Therefore, the MSE in (32) now becomes

$$
\begin{align*}
J_{\mathrm{DW}}(k)= & \sigma_{x}^{2}\left(\left\|\overline{\mathbf{h}}^{\mathrm{o}}\right\|_{2}^{2}+\left\|\overline{\mathbf{g}}^{\mathrm{o}}\right\|_{2}^{2}\right)+2 \mathfrak{R}\left[\rho_{x} \overline{\mathbf{h}}^{\mathrm{oH}} \overline{\mathbf{g}}^{\mathrm{o}}\right] \\
& +\sigma_{x}^{2}\left(\left\|\widetilde{\mathbf{h}}_{\mathrm{DW}}(k)\right\|_{2}^{2}+\left\|\widetilde{\mathbf{g}}_{\mathrm{DW}}(k)\right\|_{2}^{2}\right) \\
& +2 \mathfrak{R}\left[\rho_{x} \widetilde{\mathbf{h}}_{\mathrm{DW}}^{H}(k) \widetilde{\mathbf{g}}_{\mathrm{DW}}(k)\right]+\sigma_{q}^{2} \tag{37}
\end{align*}
$$

To establish the evolution of the variance of the weight error vector, $\mathbf{K}_{\mathrm{DW}}(k)$, note that according to Appendix B, for doubly white Gaussian input data, the matrix $\mathbf{D}$ in (31) can be simplified as
$\mathbf{D}_{\mathrm{DW}}=\left[\begin{array}{ll}d_{1} \mathbf{I}_{M} & d_{2} \mathbf{I}_{M} \\ d_{2}^{*} \mathbf{I}_{M} & d_{1} \mathbf{I}_{M}\end{array}\right]$
where
$d_{1}=\sigma_{x}^{4}\left(\left\|\overline{\mathbf{h}}^{\mathrm{o}}\right\|_{2}^{2}+\left\|\overline{\mathbf{g}}^{\mathrm{o}}\right\|_{2}^{2}\right)+2 \sigma_{x}^{2} \Re\left[\rho_{x} \overline{\mathbf{h}}^{\mathrm{oH}} \overline{\mathbf{g}}^{\mathrm{o}}\right]$
$d_{2}=\sigma_{x}^{2} \rho_{x}\left(\left\|\overline{\mathbf{h}}^{\mathrm{o}}\right\|_{2}^{2}+\left\|\overline{\mathbf{g}}^{\mathrm{o}}\right\|_{2}^{2}\right)+2 \rho_{x} \Re\left[\rho_{x} \overline{\mathbf{h}}^{\mathrm{oH}} \overline{\mathbf{g}}^{\mathrm{o}}\right]$
and also $\mathbf{b}_{\mathrm{DW}}=\mathbf{0}, \quad \mathbf{T}_{\mathrm{DW}}(k)=\mathbf{0}$. Therefore, the expression for $\mathbf{K}_{\mathrm{DW}}(k)$ in (28) can be simplified as

$$
\begin{align*}
\mathbf{K}_{\mathrm{DW}}(k+1)= & \mathbf{K}_{\mathrm{DW}}(k)-\mu\left\{\mathbf{R}_{\mathbf{z}}\right\}_{\mathrm{DW}} \mathbf{K}_{\mathrm{DW}}(k)-\mu \mathbf{K}_{\mathrm{DW}}(k)\left\{\mathbf{R}_{\mathbf{z}}\right\}_{\mathrm{DW}} \\
& +\mu^{2}\left\{\mathbf{R}_{\mathbf{z}}\right\}_{\mathrm{DW}} \mathbf{K}_{\mathrm{DW}}(k)\left\{\mathbf{R}_{\mathbf{z}}\right\}_{\mathrm{DW}} \\
& +\mu^{2}\left\{\mathbf{P}_{\mathbf{z}}\right\}_{\mathrm{DW}} \mathbf{K}_{\mathrm{DW}}^{T}(k)\left\{\mathbf{P}_{\mathbf{z}}^{*}\right\}_{\mathrm{DW}} \\
& +\mu^{2}\left\{\mathbf{R}_{\mathbf{z}}\right\}_{\mathrm{DW}} \operatorname{tr}\left(\mathbf{R}_{\mathbf{z}} \mathbf{K}(k)\right)_{\mathrm{DW}} \\
& +\mu^{2} \mathbf{D}_{\mathrm{DW}}+\mu^{2} \sigma_{q}^{2}\left\{\mathbf{R}_{\mathbf{z}}\right\}_{\mathrm{DW}} \tag{41}
\end{align*}
$$

where $\left\{\mathbf{R}_{\mathbf{z}}\right\}_{\mathrm{DW}}, \operatorname{tr}\left(\mathbf{R}_{\mathbf{z}} \mathbf{K}(k)\right)_{\mathrm{DW}}$ and $\mathbf{D}_{\mathrm{DW}}$ are given respectively in (34), (36) and (38), and according to (29),
$\left\{\mathbf{P}_{\mathbf{z}}\right\}_{\mathrm{DW}}=\left[\begin{array}{cc}\rho_{\chi} \mathbf{I}_{M} & \sigma_{x}^{2} \mathbf{I}_{M} \\ \sigma_{x}^{2} \mathbf{I}_{M} & \rho_{x}^{*} \mathbf{I}_{M}\end{array}\right]$
Within the above expression for $\mathbf{K}_{\mathrm{DW}}(k)$, of particular interest are the two $M \times M$ diagonal sub-matrices, $\mathbf{H}_{\mathrm{DW}}(k)=E\left[\widetilde{\mathbf{h}}_{\mathrm{DW}}(k) \widetilde{\mathbf{h}}_{\mathrm{DW}}^{H}(k)\right]$ and $\mathbf{G}_{\mathrm{DW}}(k)=E\left[\widetilde{\mathbf{g}}_{\mathrm{DW}}(k) \widetilde{\mathbf{g}}_{\mathrm{DW}}^{H}(k)\right]$, since they respectively quantify the mean square evolution of the standard weight error vector and the conjugate weight error vector within the ACLMS. These can be derived from (41) as

$$
\begin{align*}
\mathbf{H}_{\mathrm{DW}}(k+1)= & \left(1-2 \mu \sigma_{x}^{2}+\mu^{2} \sigma_{x}^{4}\right) \mathbf{H}_{\mathrm{DW}}(k) \\
& +\mu^{2}\left|\rho_{x}\right|^{2}\left(\mathbf{H}_{\mathrm{DW}}^{T}(k)+\mathbf{G}_{\mathrm{DW}}(k)\right)+\mu^{2} \sigma_{x}^{4} \mathbf{G}_{\mathrm{DW}}^{T}(k) \\
& -\mu\left(\rho_{x} \mathbf{g}(k) \mathbf{h}^{H}(k)+\rho_{x}^{*} \mathbf{h}(k) \mathbf{g}^{H}(k)\right) \\
& +2 \mu^{2} \sigma_{x}^{2} \Re\left[\rho_{x} \mathbf{g}(k) \mathbf{h}^{H}(k)+\rho_{x}^{*} \mathbf{h}(k) \mathbf{g}^{H}(k)\right] \\
& +\mu^{2}\left(\sigma_{x}^{4}\left(\left\|\widetilde{\mathbf{h}}_{\mathrm{DW}}(k)\right\|_{2}^{2}+\left\|\widetilde{\mathbf{g}}_{\mathrm{DW}}(k)\right\|_{2}^{2}\right)\right. \\
& \left.+2 \sigma_{x}^{2} \mathfrak{R}\left[\rho_{x} \widetilde{\mathbf{h}}_{\mathrm{DW}}^{H}(k) \widetilde{\mathbf{g}}_{\mathrm{DW}}(k)\right]\right) \mathbf{I}_{M} \\
& +\mu^{2}\left(\sigma_{x}^{4}\left(\left\|\overline{\mathbf{h}}^{\mathrm{o}}\right\|_{2}^{2}+\left\|\overline{\mathbf{g}}^{\mathrm{o}}\right\|_{2}^{2}\right)\right. \\
& \left.+2 \sigma_{x}^{2} \Re\left[\rho_{x} \overline{\mathbf{h}}^{\mathrm{oH}} \overline{\mathbf{g}}^{\mathrm{o}}\right]\right) \mathbf{I}_{M}+\mu^{2} \sigma_{q}^{2} \sigma_{x}^{2} \mathbf{I}_{M} \tag{43}
\end{align*}
$$

and

$$
\begin{aligned}
\mathbf{G}_{\mathrm{DW}}(k+1)= & \left(1-2 \mu \sigma_{x}^{2}+\mu^{2} \sigma_{x}^{4}\right) \mathbf{G}_{\mathrm{DW}}(k) \\
& +\mu^{2}\left|\rho_{x}\right|^{2}\left(\mathbf{G}_{\mathrm{DW}}^{T}(k)+\mathbf{H}_{\mathrm{DW}}(k)\right)+\mu^{2} \sigma_{x}^{4} \mathbf{H}_{\mathrm{DW}}^{T}(k) \\
& -\mu\left(\rho_{x} \mathbf{g}(k) \mathbf{h}^{H}(k)+\rho_{x}^{*} \mathbf{h}(k) \mathbf{g}^{H}(k)\right) \\
& +2 \mu^{2} \sigma_{x}^{2} \Re\left[\rho_{x} \mathbf{g}(k) \mathbf{h}^{H}(k)+\rho_{x}^{*} \mathbf{h}(k) \mathbf{g}^{H}(k)\right]
\end{aligned}
$$

$$
\begin{align*}
& +\mu^{2}\left(\sigma_{x}^{4}\left(\left\|\tilde{\mathbf{h}}_{\mathrm{DW}}(k)\right\|_{2}^{2}+\left\|\widetilde{\mathbf{g}}_{\mathrm{DW}}(k)\right\|_{2}^{2}\right)\right. \\
& \left.+2 \sigma_{x}^{2} \Re\left[\rho_{x} \tilde{\mathbf{h}}_{\mathrm{DW}}^{H}(k) \widetilde{\mathbf{g}}_{\mathrm{DW}}(k)\right]\right) \mathbf{I}_{M} \\
& +\mu^{2}\left(\sigma_{x}^{4}\left(\left\|\overline{\mathbf{h}}^{\mathrm{o}}\right\|_{2}^{2}+\left\|\overline{\mathbf{g}}^{\mathrm{o}}\right\|_{2}^{2}\right)\right. \\
& \left.+2 \sigma_{x}^{2} \Re\left[\rho_{x} \overline{\mathbf{h}}^{\mathrm{oH}} \overline{\mathbf{g}}^{\mathrm{o}}\right]\right) \mathbf{I}_{M}+\mu^{2} \sigma_{q}^{2} \sigma_{x}^{2} \mathbf{I}_{M} \tag{44}
\end{align*}
$$

Remark 5. The mean square recursions for $\mathbf{H}_{\mathrm{DW}}(k)$ in (43) and $\mathbf{G}_{\mathrm{DW}}(k)$ in (44) are not statistically independent. This is due to the fact that the weight updates for the standard part and the conjugate part in ACLMS, given in (3) and (4) respectively, involve the same error $e(k)$ which comprises both the outputs of the standard and conjugate parts, as shown in (5).

### 2.3. Mean square stability

We shall now consider the sufficient conditions for MSE convergence of the deficient length ACLMS. For mathematical tractability, we first need to diagonalise the augmented covariance matrix $\mathbf{R}_{\mathbf{z}}$ as
$\mathbf{R}_{\mathbf{z}}=\mathbf{Q} \boldsymbol{\Lambda}_{\mathbf{R}} \mathbf{Q}^{H}$
where $\quad \boldsymbol{\Lambda}_{\mathbf{R}}=\operatorname{diag}\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{2 M}\right\}, \quad \lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{2 M}$, is the $2 M \times 2 M$ diagonal matrix of the real valued eigenvalues of $\mathbf{R}_{\mathbf{z}}$, and $\mathbf{Q}$ is a $2 M \times 2 M$ unitary matrix composed of the eigenvectors of $\mathbf{R}_{\mathbf{z}}$, so that $\mathbf{Q Q}^{H}=\mathbf{Q}^{H} \mathbf{Q}=\mathbf{I}_{2 M}$.

For a clearer physical insight into the eigenstructure of the augmented covariance matrix $\mathbf{R}_{\mathbf{z}}$, and to reduce the computational complexity, we here employ the recently introduced approximate uncorrelating (AUT) [29], which allows us to jointly diagonalise both the covariance matrix $\mathbf{R}_{\mathbf{x}}$ and the pseudo-covariance matrix $\mathbf{P}_{\mathbf{x}}$ within the augmented covariance matrix $\mathbf{R}_{\mathbf{z}}$ with a single singular value decomposition (SVD). The Takagi factorization states that any complex symmetric matrix, such as the pseudo-covariance matrix $\mathbf{P}_{\mathbf{x}}^{T}=\mathbf{P}_{\mathbf{x}}$, can be diagonalised as [41]
$\mathbf{P}_{\mathbf{x}}=\mathbf{Q}_{\mathbf{p}} \mathbf{D}_{\mathbf{P}} \mathbf{Q}_{\mathbf{p}}^{T}$
where $\mathbf{Q}_{\mathbf{p}}$ is an $M \times M$ unitary matrix, $\mathbf{Q}_{\mathbf{p}} \mathbf{Q}_{\mathbf{p}}^{H}=\mathbf{Q}_{\mathbf{p}}^{H} \mathbf{Q}_{\mathbf{p}}=\mathbf{I}_{M}$, and $\mathbf{D}_{\mathbf{P}}=\operatorname{diag}\left\{p_{1}, p_{2}, \ldots, p_{M}\right\}$ is an $M \times M$ diagonal matrix of realvalued entries, $p_{1} \geq p_{2} \geq \cdots \geq p_{M}$. The approximate uncorrelating transform (AUT) establishes that the same matrix $\mathbf{Q}_{\mathbf{p}}$ can be used to approximately diagonalise the covariance matrix $\mathbf{R}_{\mathbf{x}}$, so that [29]
$\mathbf{R}_{\mathbf{x}} \simeq \mathbf{Q}_{\mathbf{P}} \mathbf{D}_{\mathbf{R}} \mathbf{Q}_{\mathbf{P}}^{H}$
where $\mathbf{D}_{\mathbf{R}}=\operatorname{diag}\left\{r_{1}, r_{2}, \ldots, r_{M}\right\}$ is a diagonal matrix of real-valued entries, and $r_{1} \geq r_{2} \geq \cdots \geq r_{M}$. The approximation in (47) is valid for univariate data, and the equality is achieved when $\mathbf{x}(k)$ is realvalued, that is, maximum noncircular, or doubly white [21,29]. Therefore, the matrices $\mathbf{Q}$ and $\boldsymbol{\Lambda}_{\mathbf{R}}$ in (45) can be expressed as [21]
$\mathbf{Q}=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}\mathbf{Q}_{\mathbf{p}} & -\mathbf{Q}_{\mathbf{P}} \\ \mathbf{Q}_{\mathbf{P}}^{*} & \mathbf{Q}_{\mathbf{P}}\end{array}\right]$
and
$\boldsymbol{\Lambda}_{\mathbf{R}}=\left[\begin{array}{cc}\mathbf{D}_{\mathbf{R}}+\mathrm{D}_{\mathrm{P}} & \mathbf{0} \\ \mathbf{0} & \mathbf{D}_{\mathrm{R}}-\mathrm{D}_{\mathbf{P}}\end{array}\right]$
and hence
$\mathbf{R}_{\mathbf{z}}^{-1}=\mathbf{Q} \mathbf{\Lambda}_{\mathbf{R}}^{-1} \mathbf{Q}^{H}$
In a similar way, the augmented pseudo-covariance matrix $\mathbf{P}_{\mathbf{Z}}$ in (29) can be diagonalised as [21]
$\mathbf{P}_{\mathbf{z}}=\mathbf{Q} \boldsymbol{\Lambda}_{\mathbf{P}} \mathbf{Q}^{T}$
where
$\boldsymbol{\Lambda}_{\mathbf{P}}=\left[\begin{array}{cc}\mathbf{D}_{\mathbf{R}}+\mathbf{D}_{\mathbf{P}} & \mathbf{0} \\ \mathbf{0} & -\left(\mathbf{D}_{\mathbf{R}}-\mathbf{D}_{\mathbf{P}}\right)\end{array}\right]$
We can now rotate the augmented weight error vector and the augmented input vector as
$\hat{\mathbf{w}}(k)=\mathbf{Q}^{H} \widetilde{\mathbf{w}}(k)$ and $\hat{\mathbf{z}}(k)=\mathbf{Q}^{H} \widetilde{\mathbf{z}}(k)$
In a similar way, we can define
$\hat{\mathbf{T}}(k)=\mathbf{Q}^{H} \mathbf{T}(k) \mathbf{Q}$ and $\hat{\mathbf{D}}=\mathbf{Q}^{H} \mathbf{D} \mathbf{Q}$
Therefore, the term $\operatorname{tr}\left(\mathbf{R}_{\mathbf{z}} \mathbf{K}(k)\right)$ on the RHS of (28) can be decomposed as
$\operatorname{tr}\left(\mathbf{R}_{\mathbf{z}} \mathbf{K}(k)\right)=E\left[\widetilde{\mathbf{w}}^{H}(k) \mathbf{R}_{\mathbf{z}} \widetilde{\mathbf{w}}(k)\right]=E\left[\hat{\mathbf{w}}^{H}(k) \boldsymbol{\Lambda} \hat{\mathbf{w}}(k)\right]=\boldsymbol{\lambda}^{T} \mathbf{v}(k)$
where the $2 M \times 1$ vector $\lambda=\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{2 M}\right]^{T}$, and $\mathbf{v}(k)$ is the $2 M \times 1$ second order moment vector, the components of which are the diagonal elements of $E\left[\hat{\mathbf{w}}(k) \hat{\mathbf{w}}^{H}(k)\right]$. Then, based on (28), the evolution of $\mathbf{v}(k)$ can be expressed as
$\mathbf{v}(k+1)=\mathbf{A} \mathbf{v}(k)+\mathbf{c}(k)+\mu^{2} \mathbf{k}+\mu^{2} \sigma_{q}^{2} \lambda$
with

$$
\begin{align*}
\mathbf{A} & =\mathbf{I}_{2 M}-2 \mu \boldsymbol{\Lambda}_{\mathbf{R}}+\mu^{2} \boldsymbol{\Lambda}_{\mathbf{R}}^{2}+\mu^{2} \boldsymbol{\Lambda}_{\mathbf{P}}^{2}+\mu^{2} \lambda \lambda^{T} \\
& =\mathbf{I}_{2 M}-2 \mu \boldsymbol{\Lambda}_{\mathbf{R}}+2 \mu^{2} \boldsymbol{\Lambda}_{\mathbf{R}}^{2}+\mu^{2} \lambda \lambda^{T} \tag{57}
\end{align*}
$$

$\mathbf{c}(k)=2 \mu \Re\left[\mathbf{Y} E\left[\hat{\mathbf{w}}^{*}(k)\right]\right]-2 \mu^{2} \mathfrak{\Re}[\mathbf{p}(k)]$
$\mathbf{Y}=\operatorname{diag}\left\{\hat{b}_{1}, \hat{b}_{2}, \ldots, \hat{b}_{2 M}\right\}$
where $\hat{b}_{i}$ is the $i$ th component of $\hat{\mathbf{b}}=\mathbf{Q}^{H} \mathbf{b}$. The $2 M \times 1$ vector $\mathbf{p}(k)=\left[\hat{T}_{1,1}(k), \hat{T}_{2,2}(k), \ldots, \hat{T}_{2 M, 2 M}(k)\right]^{T}$, in which $\hat{T}_{i, i}(k)$ is the $i$ th diagonal element of $\hat{\mathbf{T}}(k)=\mathbf{Q}^{H} \mathbf{T}(k) \mathbf{Q}$, and the $2 M \times 1$ vector $\mathbf{k}=$ $\left[\hat{D}_{1,1}, \hat{D}_{2,2}, \ldots, \hat{D}_{2 M, 2 M}\right]^{T}$, in which $\hat{D}_{i, i}$ is the $i$ th diagonal element of $\hat{\mathbf{D}}=\mathbf{Q}^{H} \mathbf{D} \mathbf{Q}$.

Remark 6. The convergence of the recursion in (56) is subject to two conditions: 1) all eigenvalues of the $2 M \times 2 M$ transition matrix A are less than unity; 2 ) the $2 M \times 1$ vector $\mathbf{c}(k)$ is bounded.

By considering (14), (30) and (58), we find that the boundedness of $\mathbf{c}(k)$ is guaranteed if $E[\hat{\mathbf{w}}(k)]$ is bounded. Since $E[\hat{\mathbf{w}}(k)]=$ $\mathbf{Q}^{H} E[\widetilde{\mathbf{w}}(k)]$, by considering (20), condition 2) is satisfied if $0<\mu<$ $\left(2 / \operatorname{tr}\left(\mathbf{R}_{\mathbf{Z}}\right)\right)$. It is well known in the literature that condition 1$)$ results in the following bound [42]:
$0<\mu<\frac{2}{3 \operatorname{tr}\left(\mathbf{R}_{\mathbf{Z}}\right)}$
The upper bound in (60) is tighter than that in condition 2), and therefore, mean square convergence of the deficient length ACLMS is guaranteed if the step-size $\mu$ satisfies (60). As expected, this bound has an identical form to that obtained for mean-square stability of the deficient length LMS due to the fact that the transition matrix $\mathbf{A}$ in (56) is identical in both cases [25].

### 2.4. Steady state analysis

To investigate the steady state performance of the deficient length ACLMS, based on (55), we shall first rewrite the MSE in (26) as
$J(k)=\sigma_{q}^{2}+u-2 \Re\left[\mathbf{b}^{H} E[\widetilde{\mathbf{w}}(k)]\right]+\lambda^{T} \mathbf{v}(k)$
where
$u=\overline{\mathbf{w}}^{\mathrm{OH}} \mathbf{R}_{\mathbf{z}} \overline{\mathbf{w}}^{\mathrm{o}}$

Suppose that $\mu$ is chosen such that the mean square stability is guaranteed; then using (22), (50) and $\mathbf{b}=\mathbf{Q} \hat{\mathbf{b}}$, the steady state MSE, that is, $J(\infty)$, can be derived as

$$
\begin{align*}
J(\infty) & =\sigma_{q}^{2}+u-2 \mathbf{b}^{H} \mathbf{R}_{\mathbf{z}}^{-1} \mathbf{b}+\lambda^{T} \mathbf{v}(\infty) \\
& =\sigma_{q}^{2}+u-2 \sum_{j=1}^{2 M} \frac{\left|\hat{b}_{j}\right|^{2}}{\lambda_{j}}+\lambda^{T} \mathbf{v}(\infty) \tag{63}
\end{align*}
$$

On the other hand, the minimum MSE, denoted by $J_{\text {min }}$, of the deficient length ACLMS can be obtained by substituting $E[\widetilde{\mathbf{w}}(\infty)]$ for $\widetilde{\mathbf{w}}(k)$ in (61), to give
$J_{\min }=\sigma_{q}^{2}+u-\sum_{j=1}^{2 M} \frac{\left|\hat{b}_{j}\right|^{2}}{\lambda_{j}}$
which provides an exact measure of the effect of the level of system undermodelling on the minimum MSE. For comparison, the minimum MSE attained by the sufficient length ACLMS is $\sigma_{q}^{2}[18,19]$.

By definition, the steady state MSE of the LMS-type adaptive algorithm is described by [43]
$J(\infty)=J_{\min }+J_{\mathrm{ex}}(\infty)$
where $J_{\text {ex }}(\infty)$ is the steady state excess MSE. From (63) and (64), $J_{\text {ex }}(\infty)$ of the deficient length ACLMS assumes the form
$J_{\text {ex }}(\infty)=\lambda^{T} \mathbf{v}(\infty)-\sum_{j=1}^{2 M} \frac{\left|\hat{b}_{j}\right|^{2}}{\lambda_{j}}$
where using (64) in (56) and considering that in the steady state $n \rightarrow \infty$, we arrive at

$$
\begin{align*}
\mathbf{v}(\infty) & =\left(\mathbf{I}_{2 M}-\mathbf{A}\right)^{-1} \mathbf{d}(\infty) \\
& =\left(2 \mu \boldsymbol{\Lambda}_{\mathbf{R}}-2 \mu^{2} \boldsymbol{\Lambda}_{\mathbf{R}}^{2}-\mu^{2} \lambda \lambda^{T}\right)^{-1} \mathbf{d}(\infty) \tag{67}
\end{align*}
$$

where
$\mathbf{d}(\infty)=\mathbf{c}(\infty)+\mu^{2} \mathbf{k}+\mu^{2} \sum_{j=1}^{2 M} \frac{\left|\hat{b}_{j}\right|^{2}}{\lambda_{j}} \lambda-\mu^{2} u \lambda+\mu^{2} J_{\min } \lambda$
Upon defining
$\boldsymbol{\Lambda}=2 \boldsymbol{\Lambda}_{\mathbf{R}}-2 \mu \boldsymbol{\Lambda}_{\mathbf{R}}^{2}$
and employing the matrix inversion lemma, after a few manipulations, from (67) we arrive at
$\mathbf{v}(\infty)=\left(\mathbf{I}_{2 M}+\frac{\mu \boldsymbol{\Lambda}^{-1} \boldsymbol{\lambda} \boldsymbol{\lambda}^{T}}{1-\boldsymbol{\lambda}^{T} \mu \boldsymbol{\Lambda}^{-1} \boldsymbol{\lambda}}\right) \mu^{-1} \boldsymbol{\Lambda}^{-1} \mathbf{d}(\infty)$
and hence
$\lambda^{T} \mathbf{v}(\infty)=\frac{\mu^{-1} \lambda^{T} \boldsymbol{\Lambda}^{-1} \mathbf{d}(\infty)}{1-\mu \boldsymbol{\lambda}^{T} \boldsymbol{\Lambda}^{-1} \boldsymbol{\lambda}}$
Substituting (71) into (66) and following the analysis given in Appendix C, we obtain
$J_{\mathrm{ex}}(\infty)=\frac{\sum_{i=1}^{2 M} \frac{\mu f_{i}}{2-2 \mu \lambda_{i}}+\sum_{i=1}^{2 M} \frac{\mu \lambda_{i} J_{\text {min }}}{2-2 \mu \lambda_{i}}}{1-\sum_{i=1}^{2 M} \frac{\mu \lambda_{i}}{2-2 \mu \lambda_{i}}}$
where
$f_{i}=\hat{D}_{i, i}-2 \Re\left[\hat{T}_{i, i}(\infty)\right]+2 \sum_{j=1}^{2 M} \frac{\left|\hat{b}_{j}\right|^{2}}{\lambda_{j}} \lambda_{i}+2\left|\hat{b}_{i}\right|^{2}-u \lambda_{i}$
Eq. (72) is an expression for the steady state excess MSE of the deficient length ACLMS for correlated and pseudo-correlated Gaussian input data.

Remark 7. A complete view on the steady state MSE performance of deficient length ACLMS can only be obtained by considering (64), (65) and (72) together. Observe that the steady state MSE is influenced by the filter length $2 M$, values of the system impulse response $w_{j}^{0}, j=2 M+1,2 M+2, \ldots, 2 N$, which are not considered by ACLMS due to the system undermodelling problem, full second order statistics of input data (both covariance and pseudocovariance coefficients), step-size and noise variance.

For doubly white Gaussian input data, it can be verified from (73) that $f_{i}=0$, since $\hat{T}_{i, i}(\infty)=0, \hat{b}_{i}=0, \hat{D}_{i, i}=u \lambda_{i}$, and according to the eigenstructure of the augmented covariance matrix in (45), we have ${ }^{2}$
$\lambda_{i}=\left\{\begin{array}{l}\sigma_{x}^{2}+\left|\rho_{x}\right|, \quad i=1,2, \ldots, M \\ \sigma_{x}^{2}-\left|\rho_{x}\right|, i=M+1, M+2, \ldots, 2 M\end{array}\right.$
Consider a measure, $\kappa$, of the degree of noncircularity within the complex-valued doubly white random variable $x$, defined as the ratio of the absolute value of its pseudo-covariance $\left|\rho_{x}\right|$ to its covariance $\sigma_{x}^{2}$, giving $\kappa=\left|\rho_{x}\right| / \sigma_{x}^{2}$, which is bounded within $[0,1$ ) [44,45]. Then
$\lambda_{i}=\left\{\begin{array}{c}\sigma_{x}^{2}(1+\kappa), i=1,2, \ldots, M \\ \sigma_{x}^{2}(1-\kappa), i=M+1, M+2, \ldots, 2 M\end{array}\right.$
Therefore, the first term in (72) vanishes, leading to the following expression for the steady state excess MSE

$$
\begin{align*}
J_{\mathrm{ex}_{\mathrm{DW}}}(\infty) & =\frac{\sum_{i=1}^{2 M} \frac{\mu \lambda_{i} J_{\mathrm{min}_{\mathrm{DW}}}}{2-2 \mu \lambda_{i}}}{1-\sum_{i=1}^{2 M} \frac{\mu \lambda_{i}}{2-2 \mu \lambda_{i}}} \\
& =\frac{\left(\frac{M \mu \sigma_{x}^{2}(1+\kappa)}{2-2 \mu \sigma_{x}^{2}(1+\kappa)}+\frac{M \mu \sigma_{x}^{2}(1-\kappa)}{2-2 \mu \sigma_{x}^{2}(1-\kappa)}\right) J_{\mathrm{min}_{\mathrm{DW}}}}{1-\frac{M \mu \sigma_{x}^{2}(1+\kappa)}{2-2 \mu \sigma_{x}^{2}(1+\kappa)}-\frac{M \mu \sigma_{x}^{2}(1-\kappa)}{2-2 \mu \sigma_{x}^{2}(1-\kappa)}} \tag{76}
\end{align*}
$$

so that from (64), (62) and (35), we finally have

$$
\begin{align*}
J_{\min _{\mathrm{DW}}} & =\sigma_{q}^{2}+u_{\mathrm{DW}} \\
& =\sigma_{q}^{2}+\sigma_{x}^{2}\left(\left\|\overline{\mathbf{h}}^{\mathrm{o}}\right\|_{2}^{2}+\left\|\overline{\mathbf{g}}^{\mathrm{o}}\right\|_{2}^{2}\right)+2 \Re\left[\rho_{x} \overline{\mathbf{h}}^{\mathrm{oH}} \overline{\mathbf{g}}^{\mathrm{o}}\right] \tag{77}
\end{align*}
$$

Therefore, the steady state MSE of the deficient length ACLMS for a doubly white second order noncircular Gaussian input can be obtained as
$J_{\mathrm{DW}}(\infty)=J_{\text {min }_{\mathrm{DW}}}+J_{\mathrm{ex}_{\mathrm{DW}}}(\infty)$
For comparison, the steady state performance of the 'sufficient length' ACLMS is given by $[18,21]$

$$
\begin{aligned}
J_{\mathrm{ex}_{\mathrm{DW}}}(\infty) & =\frac{\sum_{i=1}^{2 N} \frac{\mu \lambda_{i} J_{\mathrm{min}_{\mathrm{DW}}}}{2-2 \mu \lambda_{i}}}{1-\sum_{i=1}^{2 N} \frac{\mu \lambda_{i}}{2-2 \mu \lambda_{i}}} \\
& =\frac{\left(\frac{N \mu \sigma_{x}^{2}(1+\kappa)}{2-2 \mu \sigma_{x}^{2}(1+\kappa)}+\frac{N \mu \sigma_{x}^{2}(1-\kappa)}{2-2 \mu \sigma_{x}^{2}(1-\kappa)}\right) J_{\mathrm{min}_{\mathrm{DW}}}}{1-\frac{N \mu \sigma_{x}^{2}(1+\kappa)}{2-2 \mu \sigma_{x}^{2}(1+\kappa)}-\frac{N \mu \sigma_{x}^{2}(1-\kappa)}{2-2 \mu \sigma_{x}^{2}(1-\kappa)}}
\end{aligned}
$$

[^2]\[

$$
\begin{align*}
J_{\min _{\mathrm{DW}}} & =\sigma_{q}^{2} \\
J_{\mathrm{DW}}(\infty) & =J_{\min _{\mathrm{DW}}}+J_{\mathrm{ex}_{\mathrm{DW}}}(\infty) \tag{79}
\end{align*}
$$
\]

Remark 8. The steady state MSE of the sufficient length ACLMS increases with an increase in noncircularity of the doubly white Gaussian input signal. This can be verified through the first derivative of $J_{\mathrm{DW}}(\infty)$ in (79) with respect to the degree of noncircularity $\kappa$, which always gives $\partial J_{\mathrm{DW}}(\infty) / \partial \kappa>0$ for $\kappa$ bounded within [ 0 , 1) [21].

Remark 9. The relationship between the steady state MSE $J_{D W}(\infty)$ of the deficient length ACLMS and the degree of input noncircularity $\kappa$ is more complicated. This is because $\kappa$ is implicitly, and to some extent nonlinearly, involved in the bias term $u_{\mathrm{DW}}$, which arises within the minimum MSE $J_{\text {min }_{\mathrm{DW}}}$ in (77) due to system undermodelling. The steady state MSE performance may therefore decrease or increase as the input noncircularity $\kappa$ increases.

To clarify this observation, consider a doubly white Gaussian input, $x(k)$, whose pseudo-covariance $\rho_{x}$ is real-valued, i.e., $E\left[x_{r} x_{i}\right]=$ 0 . Without loss generality, we further assume that $\rho_{X}$ is positive, i.e. $\sigma_{\chi_{r}}^{2}>\sigma_{x_{i}}^{2}$ [46]. In this case, the minimum MSE $J_{\min _{\mathrm{DW}}}$ in (77) can be rewritten as

$$
\begin{align*}
J_{\min _{\mathrm{DW}}} & =\sigma_{q}^{2}+u_{\mathrm{DW}} \\
& =\sigma_{q}^{2}+\sigma_{x}^{2}\left(\left(\left\|\overline{\mathbf{h}}^{\mathrm{o}}\right\|_{2}^{2}+\left\|\overline{\mathbf{g}}^{\mathrm{o}}\right\|_{2}^{2}\right)+2 \kappa \Re\left[\mathbf{h}^{\mathrm{oH}} \overline{\mathbf{g}}^{\mathrm{o}}\right]\right) \tag{80}
\end{align*}
$$

If the value of $\Re\left[\overline{\mathbf{h}}^{\mathrm{oH}} \overline{\mathbf{g}}^{\mathrm{o}}\right]$ in (80) is positive, it is easily verified that $\partial J_{\text {min }_{\text {DW }}} / \partial \kappa>0$, $\partial \mathrm{Jex}_{\mathrm{DW}}(\infty) / \partial \kappa>0$ and hence $\partial \mathrm{J}_{\mathrm{DW}}(\infty) / \partial \kappa>$ 0 , which indicates that the steady state MSE $J_{\mathrm{DW}}(\infty)$ of the deficient length ACLMS increases with the increase in the input noncircularity. However, if $\Re\left[\overline{\mathbf{h}}^{\mathrm{oH}} \overline{\mathbf{g}}^{\mathrm{o}}\right]$ is negative, we have $\partial J_{\text {min }_{\text {DW }}} / \partial \kappa<0$, but the sign of $\partial \mathrm{Jex}_{\mathrm{DW}}(\infty) / \partial \kappa$ can be either positive or negative, and hence the steady state MSE $\operatorname{JDW}(\infty)$ may decrease as the input noncircularity $\kappa$ increases. Note that this term, $u_{\mathrm{DW}}$, vanishes in sufficient length ACLMS, due to the model matching.

## 3. Simulations

Numerical examples were conduced in the MATLAB programming environment in order to evaluate the theoretical findings on both the mean and mean square convergence performance of the deficient length ACLMS algorithm. Experiments were performed in a nonlinear system identification setting [4], where the system to be identified was a strictly linear FIR channel of length $N$, for which the weight coefficients $\mathbf{h}_{N}^{0}$ were drawn from a uniformly distributed complex-valued vector random variable, the desired signal $d(k)=2 \Re\left[\mathbf{h}_{N}^{\mathrm{OH}} \mathbf{x}_{N}(k)\right]+q(k)$, where the system input $\mathbf{x}_{N}(k)$ was assumed to be a zero-mean complex-valued second order noncircular Gaussian process and $q(k)$ was another zero-mean complex-valued doubly white circular Gaussian noise with $\sigma_{q}^{2}=$ $E\left[|q(k)|^{2}\right]$. Note that the advantage of the widely linear model based ACLMS over the strictly linear CLMS for this task was straightforward to justify, since the desired signal $d(k)$ can be described in the widely linear sense as $d(k)=\mathbf{h}_{N}^{\mathrm{OH}} \mathbf{x}_{N}(k)+\mathbf{g}_{N}^{\mathrm{OH}} \mathbf{x}_{N}^{*}(k)+$ $q(k)=\mathbf{w}_{2 N}^{0} \mathbf{z}_{2 N}(k)+q(k), \quad$ with $\mathbf{g}_{N}^{0}=\mathbf{h}_{N}^{0 *}, \quad \mathbf{w}(k)=\left[\mathbf{h}^{T}(k), \mathbf{g}^{T}(k)\right]^{T}$ and $\mathbf{z}(k)=\left[\mathbf{x}^{T}(k), \mathbf{x}^{H}(k)\right]^{T}$. The weights within the ACLMS were initialised with zeros, and simulation results were obtained by averaging over 1000 independent trials.

### 3.1. Correlated and pseudo-correlated Gaussian input

In the first experiment, both the unknown system and a widely linear FIR filter trained by the ACLMS algorithm were fed with a complex-valued correlated and pseudo-correlated second order noncircular Gaussian signal, given by
$x(k)=0.8 x(k-1)+0.1 x^{*}(k-1)+\eta(k)$
where $\eta(k)$ is a zero-mean doubly white circular Gaussian noise process with unit variance. The real and the imaginary parts of $x(k)$ therefore obey different first order autoregressive processes.

We first chose $N=10, M=8, \sigma_{q}^{2}=0.0001$, and considered a small step-size $\mu=0.0001$ and a larger step-size $\mu=0.001$. Fig. 1 (a) and (b) illustrate the mean convergence behaviour, in terms of real and imaginary parts of several weight error coefficients, of the deficient length ACLMS, obtained from the simulations and theoretical analysis from (14). Fig. 2 (a) and (b) show respectively the theoretical and simulated convergence behaviours of the weight error coefficient power, $\operatorname{tr}(\mathbf{K}(k))$, and the MSE $J(k)$, whose theoretical evolutions are respectively given in (28) and (61). It can be observed from Fig. 1 and Fig. 2 that our theoretical analysis accurately describes both the mean and mean square evolutions of the weight error coefficients, as well as the MSE performance, of the deficient length ACLMS for correlated and pseudocorrelated second order noncircular Gaussian inputs. In the next stage, we investigated the validity of the proposed steady state mean square performance analysis of the deficient length ACLMS. In order to achieve the closed-form expression of the steady state MSE $J(\infty)$, given in (65), the approximate uncorrelating transform (AUT) [29] was employed to approximately diagonalise the input covariance matrix $\mathbf{R}_{\mathbf{x}}$ by using the same orthogonal matrix $\mathbf{Q}_{\mathbf{p}}$ from the Takagi factorisation of its pseudo-covariance $\mathbf{P}_{\mathbf{x}}$. Within $J(\infty)$ in (65), its corresponding minimum MSE, $J_{\min }$, and excess MSE, $J_{\text {ex }}(\infty)$, were respectively evaluated by using (64) and (72), as discussed in Remark 7. Fig. 3 illustrates both the theoretically evaluated $J(\infty)$ and the simulated one of the deficient length ACLMS for different values of the filter length $M$, where $\mu=0.002, \sigma_{q}^{2}=$ 0.001 . In all the cases, a good agreement between the analytical and empirical results can be observed, which also implies a high accuracy of AUT for the joint diagonalisation task. As expected, the steady state MSE performance of the deficient length ACLMS improved as the filter length increased, which is mainly due to a decrease in the bias term $u=\overline{\mathbf{w}}^{\mathrm{oH}} \mathbf{R}_{\overline{\mathbf{z}}} \overline{\mathbf{w}}^{\mathrm{o}}$ within the minimum MSE $J_{\min }$ in (64), which results from the system undermodelling.

### 3.2. Doubly white Gaussian input

We next considered the case where both the unknown system to be identified and the adaptive filter were excited by a zeromean second order noncircular doubly white Gaussian signal $x(k)$ with unit variance, for which both the covariance coefficient $r(i)$ and the pseudo-covariance coefficient $p(i)$ vanish for lags $i \neq 0$. The length of the unknown channel impulse response $N$ was fixed to $N=40$. We first designed $x(k)$ to have pseudo-covariance $\rho=0.2$, to give a degree of noncircularity $\kappa=\rho / \sigma^{2}=0.2$, and chose the length of adaptive filter $M=25$, step-size $\mu=0.001$, and system noise variance $\sigma_{q}^{2}=0.0001$. For illustration, Fig. 4 shows the mean behaviour of the fifth and twenty-fifth weight error coefficient in terms of their real part and that of the tenth and twentieth weight error coefficient in terms of their imaginary part, obtained from the simulations and theoretical analysis given in (24). Note that in this case, the vector $\mathbf{b}$ in (24) vanishes since the Gaussian input is doubly white, enabling the deficient length ACLMS adaptive filter to converge in the mean sense to the first $2 M$ weight coefficients within the unknown system impulse response vector $\mathbf{w}_{2 N}^{0}$, that is, $\mathbf{w}^{0}$ in (9), in an unbiased manner, as discussed in Remark 3 and illustrated in Fig. 4. We next compared the steady state MSE given by (78) and its simulated counterpart for different values of $M, \mu$ and $\sigma_{q}^{2}$. As illustrated in Table 1, a good agreement between the theoretical and simulated steady state MSE was achieved, with the maximum performance difference of only 0.006 dB .

As discussed in Remark 8 and Remark 9, by virtue of AUT, we were able to diagonalise both the covariance matrix and the pseudo-covariance matrix within the augmented covariance matrix


Fig. 1. Comparison of the theoretical and simulated curves of the mean evolution of some weight error coefficients of the deficient length ACLMS. Both correlated and pseudo-correlated Gaussian input data were considered, with $N=10, M=8$, and $\sigma_{q}^{2}=0.0001$. (a) Real part, and (b) Imaginary part.


Fig. 2. Comparison of the theoretical and simulated curves for the mean square behaviours of the deficient length ACLMS for correlated and pseudo-correlated Gaussian input data, with $N=10, M=8$, and $\sigma_{q}^{2}=0.0001$. (a) Weight error power, and (b) MSE.

Table 1
Comparison of theoretical and simulated steady state MSE of the deficient length ACLMS for doubly white second order noncircular Gaussian input data, and for different values of $M, \mu$ and $\sigma_{q}^{2}$.

| $\mu$ | $\sigma_{q}^{2}$ | Theoretical $J(\infty)(\mathrm{dB})$ in $(78)$ |  |  | Simulated $J(\infty)(\mathrm{dB})$ |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | $M=10$ | $M=20$ | $M=30$ |  | $M=10$ | $M=20$ | $M=30$ |
| 0.0001 | 0.0001 | 14.317 | 12.520 | 10.090 |  | 14.321 | 12.526 | 10.101 |
| 0.0005 | 0.001 | 14.334 | 12.561 | 10.143 |  | 14.337 | 12.566 | 10.145 |
| 0.001 | 0.01 | 14.358 | 12.607 | 10.214 |  | 14.360 | 12.613 | 10.218 |

with a single SVD, so as to build up an intuitive and explicit link between the theoretical steady state MSE of the deficient length ACLMS algorithm and the degree of noncircularity $\kappa$ of the doubly white Gaussian input data. Unlike the sufficient length ACLMS, for which the steady state MSE always increases with an increase in the noncircularity $\kappa$ of the doubly white input, the steady state MSE of its deficient length counterpart may even decrease as the input noncircularity $\kappa$ increases, if the value of $\mathfrak{R}\left[\mathbf{h}^{-\mathrm{H}} \overline{\mathbf{g}}^{\mathrm{o}}\right]$ in (80) is negative. To illustrate this phenomenon, in the final experiment, we compared the steady state MSE performances of both the deficient length ACLMS and its sufficient length counterpart for varying degrees of input noncircularity. Since the doubly white Gaus-
sian input with unit variance was used in the simulations, for a fair comparison, the different degrees of input noncircularity $\kappa$ were directly achieved by varying its pseudo-covariance $\rho_{x}$. The upper and the lower panel of Fig. 5 give respectively both the simulated and theoretical steady state MSEs of the deficient length and sufficient length ACLMS for varying degrees of input noncircularity $\kappa$, which conforms with the corresponding analysis in Remark 9 and Remark 8. The agreement between the simulated and theoretical MSE performances can also be observed in Fig. 5 for both the deficient length ACLMS and its sufficient length counterpart.


Fig. 3. Comparison of the theoretical and simulated steady state MSE ( dB ) of the deficient length ACLMS for both correlated and pseudo-correlated Gaussian input data, with $N=10, \mu=0.002, \sigma_{q}^{2}=0.001$, and for different filter lengths $M$.


Fig. 4. Comparison of the theoretical and simulated curves for the mean behaviour of several weight error coefficients of the deficient length ACLMS for doubly white Gaussian input data, with $N=40, M=25, \mu=0.001$, and $\sigma_{q}^{2}=0.0001$.


Fig. 5. Steady state MSE performances of both the deficient length ACLMS and its sufficient length counterpart for varying degrees of input noncircularity $\kappa$ with $N=$ $40, M=20, \mu=0.01, \sigma_{q}^{2}=0.0001$, and $\Re\left[\mathbf{h}^{-\mathrm{OH}} \overline{\mathbf{g}}^{\mathrm{o}}\right]=-0.622$.

## 4. Conclusions

The mean and mean square convergence behaviours of the deficient length ACLMS have been analysed for second order noncircular Gaussian input data. The analysis has provided theoretical mean and mean square evolutions for the weight error coefficients, as well as the MSE performance, and has shown that the deficient length ACLMS exhibits a different convergence behaviour as compared with the sufficient length ACLMS for both correlated and pseudo-correlated Gausian input data. For doubly white Gaussian input data, the deficient length ACLMS has been shown to exhibit similar mean convergence properties to its sufficient length counterpart, in the sense that its weight coefficients unbiasedly converge to the corresponding coefficients of an unknown system. Mean square stability conditions and closed-form expressions for the steady state MSE and excess MSE of the deficient length ACLMS have been derived using the recently introduced approximate uncorrelating transform (AUT), which diagonalises the covariance and pseudo-covariance matrices with a single singular value decomposition (SVD). We have also shown that unlike the sufficient length ACLMS, for which the steady state MSE always increases with an increase in the degree of noncircularity of doubly white Gaussian inputs, the steady state MSE of its deficient length counterpart may even decrease as the input noncircularity increases. Simulations in system identification tasks support the analysis.
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## Appendix A. The Detailed Form of $T(k)$ in (30)

Since $\overline{\mathbf{w}}^{\mathrm{o}}=\left[\overline{\mathbf{h}}^{\mathrm{oT}}, \overline{\mathbf{g}}^{\mathrm{oT}}\right]^{T}$ and $\overline{\mathbf{z}}(k)=\left[\overline{\mathbf{x}}^{T}(k), \overline{\mathbf{x}}^{H}(k)\right]^{T}$, observe that on the RHS of (30), the term $\overline{\mathbf{w}}^{\mathrm{oH}} \overline{\mathbf{z}}(k)$ can be decomposed as
$\overline{\mathbf{w}}^{\mathrm{oH}} \overline{\mathbf{z}}(k)=\sum_{j=M+1}^{N}\left(h_{j}^{0 * *} x(k-j+1)+g_{j}^{0 *} x^{*}(k-j+1)\right)$
Similarly, since $\mathbf{z}(k)=\left[\mathbf{x}^{T}(k), \mathbf{x}^{H}(k)\right]^{T}$ and $\widetilde{\mathbf{w}}(k)=\left[\widetilde{\mathbf{h}}^{T}(k), \widetilde{\mathbf{g}}^{T}(k)\right]^{T}$, the term $\mathbf{z}^{H}(k) \widetilde{\mathbf{w}}(k)$ can be expressed as
$\mathbf{z}^{H}(k) \widetilde{\mathbf{w}}(k)=\sum_{i=1}^{M}\left(\widetilde{h}_{i}(k) x^{*}(k-i+1)+\widetilde{g}_{i}(k) x(k-i+1)\right)$
Using the independence assumptions, $\mathbf{T}(k)$ in (30) can be written as

$$
\begin{align*}
\mathbf{T}(k)= & \sum_{i=1}^{M} \sum_{j=M+1}^{N} E\left[\widetilde{h}_{i}(k)\right] E\left[\left(h_{j}^{0 *} x^{*}(k-i+1) x(k-j+1)\right.\right. \\
& \left.\left.+g_{j}^{0 *} x^{*}(k-i+1) x^{*}(k-j+1)\right) \mathbf{z}(k) \mathbf{z}^{H}(k)\right] \\
& +\sum_{i=1}^{M} \sum_{j=M+1}^{N} E\left[\widetilde{g}_{i}(k)\right] E\left[\left(h_{j}^{0 *} x(k-i+1) x(k-j+1)\right.\right. \\
& \left.\left.+g_{j}^{0 *} x(k-i+1) x^{*}(k-j+1)\right) \mathbf{z}(k) \mathbf{z}^{H}(k)\right] \tag{83}
\end{align*}
$$

Now, using the fourth order moment factoring theorem for zero mean Gaussian input data, $\mathbf{T}(k)$ can be expressed as
$\mathbf{T}(k)=\left[\begin{array}{cc}\mathbf{E}(k) & \mathbf{F}(k) \\ \mathbf{G}(k) & \mathbf{H}(k)\end{array}\right]$
in which, the ( $m, l$ )th elements of the $M \times M$ sub-matrices $\mathbf{E}(k)$, $\mathbf{F}(k), \mathbf{G}(k)$ and $\mathbf{H}(k)$ are respectively given by

$$
\begin{align*}
E_{m, l} & (k) \\
= & \sum_{i=1}^{M} \sum_{j=M+1}^{N} E\left[\widetilde{h}_{i}(k)\right]\left(h_{j}^{o *}(r(i-j) r(l-m)\right. \\
& \left.+r(i-m) r(l-j)+p^{*}(i-l) p(j-m)\right)+g_{j}^{0 *}\left(p^{*}(j-i) r(l-m)\right. \\
& \left.\left.+r(i-m) p^{*}(l-j)+p^{*}(i-l) r(j-m)\right)\right) \\
& +\sum_{i=1}^{M} \sum_{j=M+1}^{N} E\left[\widetilde{g}_{i}(k)\right]\left(h_{j}^{0 *}(p(i-j) r(l-m)+p(i-m) r(l-j)\right. \\
& +r(l-i) p(j-m))+g_{j}^{0 *}\left(r(j-i) r(l-m)+p(i-m) p^{*}(l-j)\right. \\
& +r(l-i) r(j-m)))) \tag{85}
\end{align*}
$$

$$
\begin{align*}
& F_{m, l}(k) \\
& \qquad \begin{aligned}
= & \sum_{i=1}^{M} \sum_{j=M+1}^{N} E\left[\widetilde{h}_{i}(k)\right]\left(h_{j}^{0 *}(r(i-j) p(m-l)\right. \\
& +r(i-m) p(j-l)+r(i-l) p(j-m)) \\
& +g_{j}^{0 *}\left(p^{*}(i-j) p(m-l)\right. \\
& +r(i-m) r(j-l)+r(i-l) r(j-m))) \\
& +\sum_{i=1}^{M} \sum_{j=M+1}^{N} E\left[\widetilde{g}_{i}(k)\right]\left(h_{j}^{0 *}(p(i-j) p(m-l)\right. \\
& +p(i-m) p(j-l)+p(i-l) p(j-m)) \\
& +g_{j}^{0 *}(r(j-i) p(m-l) \\
& +p(i-m) r(j-l)+p(i-l) r(j-m)))
\end{aligned}
\end{align*}
$$

$$
\begin{align*}
G_{m, l} & (k) \\
= & \sum_{i=1}^{M} \sum_{j=M+1}^{N} E\left[\tilde{h}_{i}(k)\right]\left(h _ { j } ^ { 0 * } \left(r(i-j) p^{*}(m-l)\right.\right. \\
& \left.+p^{*}(i-m) r(l-j)+p^{*}(i-l) r(m-j)\right) \\
& +g_{j}^{g_{j}^{*}}\left(p^{*}(i-j) p^{*}(m-l)\right. \\
& \left.\left.+p^{*}(i-m) p^{*}(j-l)+p^{*}(i-l) p^{*}(j-m)\right)\right) \\
& +\sum_{i=1}^{M} \sum_{j=M+1}^{N} E\left[\widetilde{g}_{i}(k)\right]\left(h _ { j } ^ { 0 * } \left(p(i-j) p^{*}(m-l)\right.\right. \\
& +r(m-i) r(l-j)+r(l-i) r(m-j)) \\
& +g_{j}^{0 *}\left(r(j-i) p^{*}(m-l)+r(m-i) p^{*}(j-l)\right. \\
& \left.\left.+r(l-i) p^{*}(j-m)\right)\right) \tag{87}
\end{align*}
$$

$$
\begin{aligned}
H_{m, l} & (k) \\
= & \sum_{i=1}^{M} \sum_{j=M+1}^{N} E\left[\tilde{h}_{i}(k)\right]\left(h_{j}^{0 *}(r(i-j) r(m-l)\right. \\
& \left.+p^{*}(i-m) p(j-l)+r(i-l) r(m-j)\right) \\
& +g_{j}^{0 *}\left(p^{*}(i-j) r(m-l)\right. \\
& \left.\left.+p^{*}(i-m) r(j-l)+r(i-l) p^{*}(j-m)\right)\right)
\end{aligned}
$$

$$
\begin{align*}
& +\sum_{i=1}^{M} \sum_{j=M+1}^{N} E\left[\widetilde{g}_{i}(k)\right]\left(h_{j}^{0 *}(p(j-i) r(m-l)\right. \\
& +r(m-i) p(j-l)+p(i-l) r(m-j)) \\
& +g_{j}^{0 *}(r(j-i) r(m-l)+r(m-i) r(j-l) \\
& \left.\left.+p(i-l) p^{*}(j-m)\right)\right) \tag{88}
\end{align*}
$$

Appendix B. The Detailed Form of $\mathbf{D}$ in (31)
Observe first that on the RHS of (31), the term $\left|\overline{\mathbf{w}}^{\mathrm{oH}} \overline{\mathbf{z}}(k)\right|^{2}$ can be decomposed as

$$
\begin{align*}
\left|\overline{\mathbf{w}}^{\mathrm{oH}} \overline{\mathbf{z}}(k)\right|^{2} & =\sum_{i=M+1}^{N} \sum_{j=M+1}^{N}\left(h_{i}^{0} x^{*}(k-i+1)+g_{i}^{0} x(k-i+1)\right) \\
& \cdot\left(h_{j}^{0 *} x^{*}(k-j+1)+g_{j}^{0 *} x(k-j+1)\right) \tag{89}
\end{align*}
$$

Again, by using the Gaussian fourth order moment factoring theorem, $\mathbf{D}$ in (31) can be expressed as
$\mathbf{D}=\left[\begin{array}{ll}\mathbf{0} & \mathbf{P} \\ \mathbf{U} & \mathbf{V}\end{array}\right]$
in which, the $(m, l)$ th elements of the $M \times M$ sub-matrices $\mathbf{O}, \mathbf{P}, \mathbf{U}$ and $\mathbf{V}$ are respectively given by

$$
\begin{align*}
O_{m, l} & \\
= & \sum_{i=M+1}^{N} \sum_{j=M+1}^{N}\left(h_{i}^{0} h_{j}^{0 *}(r(i-j) r(l-m)\right. \\
& \left.+r(i-m) r(l-j)+p^{*}(i-l) p(j-m)\right) \\
& +h_{i}^{0} g_{j}^{0 *}\left(p^{*}(i-j) r(l-m)\right. \\
& \left.+r(i-m) p^{*}(j-l)+p^{*}(i-l) r(j-m)\right) \\
& +g_{i}^{0} h_{j}^{0 *}(p(i-j) r(l-m) \\
& +p(i-m) r(l-j)+r(l-i) p(j-m)) \\
& +g_{i}^{0} g_{j}^{0_{j}^{0 *}}(r(j-i) r(l-m) \\
& \left.\left.+p(i-m) p^{*}(j-l)+r(l-i) r(j-m)\right)\right) \\
= & \sum_{i=M+1}^{N} \quad \sum_{j=M+1}^{N}\left(h_{i}^{0} h_{j}^{0 *}(r(i-j) p(m-l)\right. \\
& +r(i-m) p(j-l)+r(i-l) p(j-m)) \\
& +h_{i}^{0} g_{j}^{0 *}\left(p^{*}(i-j) p(m-l)\right. \\
& +r(i-m) r(j-l)+r(i-l) r(j-m)) \\
& +g_{i}^{0} h_{j}^{0 *}(p(i-j) p(m-l) \\
& +p(i-m) p(j-l)+p(i-l) p(j-m)) \\
& +g_{i}^{0} g_{j}^{0 *}(r(j-i) p(m-l) \\
& +p(i-m) r(j-l)+p(i-l) r(j-m))) \\
U_{m, l} & \sum_{i=M+1}^{N} \sum_{j=M+1}^{N}\left(h _ { i } ^ { 0 } h _ { j } ^ { 0 * } \left(r(i-j) p^{*}(m-l)\right.\right.  \tag{92}\\
& \left.+p^{*}(i-m) r(l-j)+p^{*}(i-l) r(m-j)\right)
\end{align*}
$$

$$
\begin{align*}
& +h_{i}^{0} g_{j}^{0 *}\left(p^{*}(i-j) p^{*}(m-l)\right. \\
& \left.+p^{*}(i-m) p^{*}(j-l)+p^{*}(i-l) p^{*}(j-m)\right) \\
& +g_{i}^{0} h_{j}^{0 *}\left(p(i-j) p^{*}(m-l)\right. \\
& +r(m-i) r(l-j)+r(l-i) r(m-j)) \\
& +g_{i}^{0} g_{j}^{0 *}\left(r(j-i) p^{*}(m-l)\right. \\
& \left.\left.+r(m-i) p^{*}(j-l)+r(l-i) p^{*}(j-m)\right)\right) \tag{93}
\end{align*}
$$

$V_{m, l}$

$$
\begin{align*}
= & \sum_{i=M+1}^{N} \sum_{j=M+1}^{N}\left(h_{i}^{0} h_{j}^{0 *}(r(i-j) r(m-l)\right. \\
& \left.+p^{*}(i-m) p(j-l)+r(i-l) r(m-j)\right) \\
& +h_{i}^{0} g_{j}^{0 *}\left(p^{*}(i-j) r(m-l)\right. \\
& \left.+p^{*}(i-m) r(j-l)+r(i-l) p^{*}(j-m)\right) \\
& +g_{i}^{0} h_{j}^{0 *}(p(i-j) r(m-l) \\
& +r(m-i) p(j-l)+p(i-l) r(m-j)) \\
& +g_{i}^{0} g_{j}^{0 *}(r(j-i) r(m-l) \\
& \left.\left.+r(m-i) r(j-l)+p(i-l) p^{*}(j-m)\right)\right) \tag{94}
\end{align*}
$$

## Appendix C. The Derivation of $\mathrm{Jex}(\infty)$ in (72)

Following the approach in [26], substituting (68) into (71) yields


Since
$\sum_{j=1}^{2 M} \frac{\left|\hat{b}_{j}\right|^{2}}{\lambda_{j}}=\sum_{j=1}^{2 M} \frac{\left|\hat{b}_{j}\right|^{2}\left(2-2 \mu \lambda_{j}\right)}{\lambda_{j}\left(2-2 \mu \lambda_{j}\right)}$
We have

$$
\begin{align*}
\operatorname{Jex}(\infty)= & \lambda^{T} \mathbf{v}(\infty)-\sum_{j=1}^{2 M} \frac{\left|\hat{b}_{j}\right|^{2}}{\lambda_{j}} \\
= & \frac{\sum_{i=1}^{2 M} \frac{\frac{2\left|\hat{b}_{i}\right|^{2}}{\lambda_{i}}+\mu \hat{\Delta}_{i, i}-2 \mu \Re\left\{\hat{T}_{i, i}(\infty) \left\lvert\,+2 \mu \sum_{j=1}^{2 M} \frac{\left|\hat{b}_{j}\right|^{2}}{\lambda_{j}} \lambda_{i}-\mu u \lambda_{i}\right.\right.}{2-2 \mu \lambda_{i}}-\sum_{j=1}^{2 M} \frac{\left|\hat{b}_{j}\right|^{2}\left(2-2 \mu \lambda_{j}\right)}{\lambda_{j}\left(2-2 \mu \lambda_{j}\right)}}{1-\sum_{i=1}^{2 M} \frac{\mu \lambda_{i}}{2-2 \mu \lambda_{i}}} \\
& +\frac{\sum_{i=1}^{2 M} \frac{\mu \lambda_{j} J_{\min }}{2-2 \mu \lambda_{i}}}{1-\sum_{i=1}^{2 M} \frac{\mu \lambda_{i}}{2-2 \mu \lambda_{i}}} \\
= & \frac{\sum_{i=1}^{2 M} \frac{\mu f_{i}}{2-2 \mu \lambda_{i}}+\sum_{i=1}^{2 M} \frac{\mu \lambda_{j} J_{\min }}{2-2 \mu \lambda_{i}}}{1-\sum_{i=1}^{2 M} \frac{\mu \lambda_{i}}{2-2 \mu \lambda_{i}}} \tag{97}
\end{align*}
$$

where $f_{i}$ is defined in (73).
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[^1]:    ${ }^{1}$ For a doubly white input vector $\mathbf{x}(k)$, we have $\mathbf{R}_{\mathbf{x}}=\sigma_{x}^{2} \mathbf{I}_{M}$ and $\mathbf{P}_{\mathbf{x}}=\rho_{x} \mathbf{I}_{M}$, where $\sigma_{x}^{2}=E\left[x(k) x^{*}(k)\right]$ and $\rho_{x}=E\left[x^{2}(k)\right]$ are respectively the covariance and pseudocovariance of $\mathbf{x}(k)$, and $\mathbf{I}_{M}$ is an $M \times M$ identity matrix [6,7].

[^2]:    ${ }^{2}$ Note that the diagonal elements $\left\{p_{i}\right\}, i=1,2, \ldots, M$ in $\boldsymbol{\Lambda}_{\mathbf{P}}$ obtained by the Takagi factorization are nonnegative square roots of $\mathbf{P}_{\mathbf{x}} \mathbf{P}_{\mathbf{x}}^{H}$ [41]. Therefore, for doubly white second order noncircular data, we have $\mathbf{P}_{\mathbf{x}} \mathbf{P}_{\mathbf{x}}^{H}=\left|\rho_{x}\right|^{2} \mathbf{I}_{M}$, and hence $p_{i}=\left|\rho_{x}\right|$ for $\forall i$.

