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Abstract—Univariate thresholding techniques based on high resolution time-frequency algorithms, such as the synchrosqueezing transform, have emerged as important tools in removing noise from real world data. Low cost multichannel sensor technology has highlighted the need for direct multivariate denoising, and to this end, we introduce a class of multivariate denoising techniques based on the synchrosqueezing transform. This is achieved by partitioning the time-frequency domain so as to identify a set of modulated oscillations common to the constituent data channels within multivariate data, and by employing a modified universal threshold in order to remove noise components, while retaining signal components of interest. This principle is used to introduce both the wavelet and Fourier based multivariate synchrosqueezing denoising algorithms. The performance of the proposed multivariate denoising algorithm is illustrated on both synthetic and real world data.
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I. INTRODUCTION

REAL-WORLD data is often contaminated with noise and it is widely accepted that noise characterization is best performed at the level of the instantaneous frequency. Existing denoising algorithms range from adaptive filtering based methods, such as the least mean square (LMS) algorithm [1], to more sophisticated multiscale methods based on the discrete wavelet transform (DWT) [2] and empirical mode decomposition (EMD) [3]. In particular, multiscale denoising algorithms have found numerous applications ranging from geophysical engineering [4] to location estimation in communications systems [5].

Due to their low resolution at high frequency, wavelet based denoising algorithms [2] are best suited for the separation of additive noise from a signal of interest that occupies lower frequency bands. This is achieved by a decomposition into a set of scales separated in frequency, whereby the noise component is typically present across scales and the signal of interest occupies a low frequency subset of the wavelet scales. Then, denoising is carried out by rejecting the frequency bands corresponding to noise (typically performed by thresholding), while preserving the frequency bands that contain the signal of interest. A popular threshold is the universal thresholding technique proposed in [2], [6], while a multivariate extension of the univariate wavelet denoising technique has been proposed in [7]. This was achieved by using principal component analysis (PCA) in combination with conventional univariate wavelet denoising, aiming to exploit the inter-channel dependencies in multivariate data.

The wavelet transform is a projection based decomposition algorithm that is fundamentally limited in resolving oscillatory features that occur simultaneously both in time and frequency. An alternative data driven approach to time-frequency analysis was recently introduced in [8], termed the empirical mode decomposition (EMD), that adaptively decomposes a signal into a set of localized amplitude/frequency modulated (AM/FM) oscillations termed intrinsic mode functions (IMFs). Recently, EMD-based denoising algorithms have emerged [3], these modify the universal thresholding criterion, as well as the thresholding characteristics, to adapt the denoising techniques in [2], [9] for EMD. Denoising methods based on EMD have been shown to outperform the wavelet transform [3], [10], while a recent multivariate extension of EMD (MEMD) [11] has been successfully applied to artifact removal in electroencephalography (EEG) [12].

Recently, a reassignment technique termed the synchrosqueezing transform (SST) [13]–[16], was introduced to produce highly localized time-frequency representations of modulated oscillations [17]–[20]. The SST is a post-processing technique that enhances the localization properties of conventional linear projection based methods such as the continuous wavelet transform (CWT) and short-time Fourier transform (STFT) [21] by reassigning the energies of time-frequency coefficients around the frequency of oscillations present in the signal at hand. Inspired by the synchrosqueezing transform, the work in [22] introduced a denoising technique that outperformed both the empirical mode decomposition and wavelet transform in recovering modulated oscillations in noise, however, the method was defined for univariate signals.

To this end, we here propose a multivariate denoising algorithm that employs synchrosqueezing for both the CWT and STFT in order to identify a set of modulated oscillations common to all data channels within a multivariate signal. Upon partitioning the time-frequency domain, a thresholding technique suited for the multivariate oscillatory framework is introduced and is applied to the modulated oscillations for each data channel, enabling the removal of noise from multichannel data. Illustrative simulations verify the performance of the proposed method on both synthetic and real world data.
The organization of this paper is as follows. Section II introduces the univariate and multivariate wavelet denoising algorithm. Section III addresses the modulated multivariate oscillation model, Section IV describes synchrosqueezing based time-frequency techniques, while Section V presents the proposed multivariate extension of the synchrosqueezing algorithm and the corresponding denoising algorithms. Section VI assesses the performance of the algorithm through simulations.

II. WAVELET DENOISING TECHNIQUES

A. Univariate Wavelet Denoising

The signal denoising problem. Consider an observation, \( s(t) \), of a signal of interest, \( x(t) \), which is contaminated with noise \( n(t) \), that is

\[
s(t) = x(t) + n(t).
\]  

(1)

The objective is to remove as much as possible the effects of the additive noise component, while preserving the signal of interest. Multiscale techniques, such as the discrete wavelet transform, decompose a signal into multiple frequency bands (scales) [9], by projecting the signal across a set of orthogonal basis functions. It is usually assumed that the signal of interest is localized across a small set of frequency scales, while the noise signal is present across all scales (assuming that the noise process is broadband). By employing a threshold, scales corresponding to noise are removed and the scales containing the signal are preserved. The two popular methods used for thresholding are the hard and soft thresholding, and are given respectively by

\[
F_H(x) = \begin{cases} 
    x, & |x| > T \\
    0, & |x| \leq T 
\end{cases}
\]  

(2)

and

\[
F_S(x) = \frac{\text{sgn}(x) \max(|x| - T, 0)}{|x| \max(|x| - T, 0)} \quad \text{for} \quad |x| > T,
\]

\[
= \frac{\text{sgn}(x)}{|x|} \quad \text{for} \quad |x| \leq T.
\]  

(3)

where the symbol \( \text{sgn}(\cdot) \) refers to the sign function. An optimal threshold \( T \) that removes noise components with a high probability is known as the universal threshold [2], [6], given by

\[
T = \sigma \sqrt{2 \ln L},
\]  

(4)

where \( \sigma \) is the standard deviation of noise and \( L \) is the length of the signal. A modified universal threshold has been proposed in [3], as a multiple of the original universal threshold, that is

\[
T_{\text{mod}} = C \sigma \sqrt{2 \ln L},
\]  

(5)

where \( C \) is a positive constant. It has the advantage of being able to fine-tune the original universal threshold for signal decomposition algorithms other than the DWT [3].

B. Multivariate Wavelet Denoising

Consider the multivariate extension of the signal denoising problem in (6), given by

\[
x(t) = s(t) + n(t)
\]  

(6)

where \( x(t), s(t), n(t) \in \mathbb{R}^N \), and \( N \) is the number of data channels. As in the univariate case, the objective is to recover the multivariate desired signal, \( s(t) \), by exploiting the inter-channel dependencies that may exist (either between the noise or desired signals). In order to improve denoising over the conventional application of univariate wavelet denoising applied directly to each data channel independently, the multivariate wavelet denoising (MWD) algorithm employs principal component analysis in conjunction with univariate wavelet thresholding [7], and is outlined in Algorithm 1.

Algorithm 1: Multivariate Wavelet Denoising (MWD)

1) Given an \( N \)-channel multivariate signal \( x(t) \), apply the DWT channel-wise at a level \( J \), to obtain a set of discrete wavelet coefficients \( D_{ij} \in \mathbb{R}^{L_2^{-J} \times N} \).

2) Using the detail coefficient \( D_{ij} \) obtain a covariance estimate of the noise \( \Sigma_n \). Carry out the eigendecomposition of the covariance, \( \Sigma_n = \mathbf{V} \Lambda \mathbf{V}^T \). Next, carry out the following matrix multiplication, \( \mathbf{D}_{ij} \mathbf{V} \), and apply the universal threshold \( T_n = \sqrt{2 \lambda_n \log(L_2^{-J})} \), where \( \lambda_n \) are the eigenvalues for each channel index \( n \).

3) Apply the inverse of the projection, \( \mathbf{V}^T \), to the coefficients where the universal threshold was applied, and then make an inverse of the wavelet transform in order to obtain the denoised signal \( \hat{x}(t) \).

4) Carry out PCA on the reconstructed signal, \( \hat{x}(t) \), and by using an appropriate rule, retain the most significant principal components.

III. MODULATED MULTIVARIATE OSCILLATIONS

Many real world univariate signals can be modeled by the modulated oscillation model

\[
x(t) = a(t) \cos \phi(t)
\]  

(7)

where \( a(t) \) and \( \phi(t) \) are respectively the instantaneous amplitude and phase; the derivative of the instantaneous phase is referred to as the instantaneous frequency \( \phi'(t) \). In order to identify a unique pair for \( a(t) \) and \( \phi(t) \), the work in [23] employed the Hilbert transform, to generate a complex analytic signal

\[
x_+(t) = a(t)e^{i\phi(t)}
\]  

(8)

where \( a(t) \) and \( \phi(t) \) can be identified using complex algebra. For signals with slowly varying instantaneous amplitudes and frequencies, time-frequency algorithms aim to localize oscillatory components of the form (7), while spreading out the energy of the noise components in the time-frequency plane; this is the basis of univariate signal denoising algorithms [22]. In order to extend this concept for the analysis of multichannel signals, a multivariate extension of the univariate modulated oscillation model has been introduced whereby, the notion of the instantaneous frequency and amplitude were extended to model multivariate signals. Based on a multivariate analytic signal, \( x_+(t) \), of the following form

\[
x_+(t) = \begin{bmatrix} 
    a_1(t)e^{i\phi_1(t)} \\
    a_2(t)e^{i\phi_2(t)} \\
    \vdots \\
    a_N(t)e^{i\phi_N(t)}
\end{bmatrix}
\]  

(9)
where $a_n(t)$ and $\phi_n(t)$ represent the instantaneous amplitude and phase for each channel index $n$, the work in [24] introduces the concept of modulated multivariate oscillation, whereby the joint oscillatory structure of the multivariate analytic signal, $x_+(t)$, is modeled by the joint instantaneous frequency

$$
\omega_x(t) = \Im \left\{ \frac{x_+(t)^H \frac{d}{dt} x_+(t)}{\|x_+(t)\|^2} \right\},
$$

(10)

where $\cdot^H$ is the conjugate transpose operator.

Furthermore, the joint global moments of a multivariate signal can be related to both the joint analytic spectrum and joint instantaneous frequency and bandwidth [24]. The joint analytic spectrum of a multivariate signal is determined according to

$$
S_x(\omega) = \frac{1}{E} \| F_x(\omega) \|^2
$$

(11)

where $F_x(\omega)$ corresponds to the channel-wise application of the Fourier transform and $E$ denotes the total energy of the joint analytic spectrum

$$
E = \frac{1}{2\pi} \int_0^\infty |F_x(\omega)|^2 d\omega.
$$

(12)

The joint analytic spectrum is then the power weighted average of the channel-wise Fourier coefficients, while the joint global mean frequency is given by

$$
\overline{\omega}_x = \frac{1}{2\pi} \int \omega S_x(\omega) d\omega,
$$

(13)

and corresponds to the average frequency of the joint analytic spectrum. The multivariate bandwidth squared is given by

$$
B_x^2 = \frac{1}{2\pi} \int_{-\infty}^{\infty} (\omega - \overline{\omega}_x)^2 S_x(\omega) d\omega,
$$

(14)

where the multivariate bandwidth, $B_x$, is a measure of the standard deviation of the joint analytic spectrum. It should be noted that the global moments of the analytic spectrum can be related to the moments of joint instantaneous frequency and bandwidth as

$$
\overline{\omega} = \frac{1}{E} \int_{-\infty}^{\infty} |x_+(t)|^2 \omega_x(t) dt
$$

(15)

and

$$
B_x^2 = \frac{1}{E} \int_{-\infty}^{\infty} |x_+(t)|^2 \sigma_x^2(t) dt,
$$

(16)

where $\sigma_x^2(t) = \nu_x^2(t) + (\omega_x(t) - \overline{\omega})^2$ is the joint instantaneous second central moment and the joint instantaneous bandwidth $\nu_x(t)$ is given as

$$
\nu_x(t) = \left| \frac{d}{dt} x_+(t) - i \omega_x(t) x_+(t) \right|.
$$

(17)

The joint instantaneous bandwidth, measures the normalized error of the joint instantaneous frequency from the rate of change of the multivariate signal, whereby inserting (9) into (17), the following expression is obtained

$$
\nu_x^2(t) = \frac{\sum_{n=1}^{N} (a'_n(t))^2 + \sum_{n=1}^{N} a_n^2(t) (\phi_n(t) - \omega_x(t))^2}{\sum_{n=1}^{N} a_n^2(t)}.
$$

(18)

Accordingly, it can be observed that the joint instantaneous bandwidth measures both the deviations of the individual channel-wise instantaneous frequencies from the joint instantaneous frequency, along with any amplitude modulation within each channel of the multivariate signal. Assuming slowly varying instantaneous amplitudes within each channel, for a given multivariate signal with large deviations of the channel-wise instantaneous frequencies from the joint instantaneous frequency, expression (18) implies that the multivariate signal would not be well modeled as a single oscillatory structure.

IV. SYNCHROSQUEEZING TRANSFORM

The synchrosqueezing transform belongs to the class of frequency based reassignment techniques and was originally developed for the continuous wavelet transform, however, more recently the principles behind the synchrosqueezing transform [21] have also been applied to the STFT.

A. Wavelet Based Synchrosqueezing

The CWT is a time-frequency algorithm that convolves a series of finite energy oscillations, termed wavelets $\psi(t)$, with the signal of interest $x(t)$, given by

$$
W(a, b) = \int a^{-1/2} \psi^* \left( \frac{t - b}{a} \right) x(t) dt,
$$

(19)

where $W(a, b)$ are the wavelet coefficients. A wavelet is a square integrable function that satisfies the admissibility condition

$$
\int_{\mathbb{R}} \left| \hat{\psi}(\xi) \right|^2 \frac{d\xi}{\xi} < \infty
$$

(20)

where $\hat{\psi}(\xi)$ is the Fourier transform of the mother wavelet $\psi(t)$. The scale factor $a$ (shown in (19)) shifts the wavelet $\psi(t)$, in frequency, such that oscillatory features across different frequency scales are captured. It should also be noted that, for different scale factors $a$ there is an overlap between the wavelet filters. This can be illustrated by the following example: given a sinusoid with a frequency $\omega_x$, the resulting CWT coefficients of the sinusoid will spread out around the vicinity of the scale factor $a_x = \frac{\omega_x}{\omega_0}$, where $\omega_0$ is the wavelet center frequency. In this way, the estimated instantaneous frequency present in the scales in the vicinity of $a_x = \frac{\omega_x}{\omega_0}$ is equal to the original frequency $\omega_x$. It is now possible, given an estimate of the instantaneous frequency $\omega_x(a, b)$ for each scale-time pair $(a, b)$,

$$
\omega_x(a, b) = -i W(a, b)^{-1} \frac{\partial W(a, b)}{\partial b}
$$

(21)

2In this work, when referring to both wavelet and Fourier based synchrosqueezing transforms, the following term, synchrosqueezing techniques (ST) is used.
to invert the wavelet coefficients containing the same instantaneous frequency estimates in a procedure known as synchrosqueezing [18]. Given the wavelet coefficients $W(a, b)$, the synchrosqueezing transform is given by

$$T(\omega, b) = \int W(a, b) a^{-3/2} \delta(\omega_x(a, b) - \omega) \, da.$$  

where $\delta(\cdot)$ is the delta function.

### B. Fourier Based Synchrosqueezing

The short time Fourier transform (STFT) operates by first employing a window function $\omega(t)$ to localize the signal in time, then the Fourier transform is applied in order to obtain the frequency content [27]. Given a signal $x(t)$, the STFT is given by

$$S(\tau, \eta) = \int_{-\infty}^{\infty} x(t) \omega(t - \tau) e^{-i\eta t} \, dt.$$  

The instantaneous frequency for each frequency index $\eta$ is calculated as follows [21]

$$\omega_S(\tau, \eta) = -i S(\tau, \eta)^{-1} \frac{\partial S(\tau, \eta)}{\partial \eta}.$$  

The wavelet based SST algorithm effectively inverts the wavelet transform and maps the resulting energy into appropriate frequency bins. Accordingly, the reassignment operation using the STFT is carried out by inverting the coefficients $S(\tau, \eta)$ along the instantaneous frequency estimates $\omega_S(\tau, \eta)$. The synchrosqueezing of the STFT [21] is given by

$$T_S(\omega, \tau) = \frac{1}{w(0)} \int S(\tau, \eta) \delta(\omega - \omega_S(\tau, \eta)) \, d\eta.$$  

### V. Denoising Using Multivariate Extension of Synchrosqueezing Techniques (ST)

The work in [7] introduced a multivariate extension of the univariate wavelet denoising algorithm in a statistical framework, due the use of principal component analysis in processing the inter-channel dependencies. Recently, the notion of the multivariate signal has been introduced in [24], such that modulated oscillations in multiple channels are modeled by a single oscillatory structure that captures the joint instantaneous amplitude and frequency of the multivariate signal. Inspired by the modulated multivariate oscillation model, a multivariate thresholding technique was also proposed [24]. We next propose a multichannel extension of the relevant algorithms, by partitioning the time-frequency domain into a set of frequency bands $\{\omega_a\}_{a = 1}^{V}$, where each frequency band contains oscillatory components that are matched across multiple channels. Along with the proposed thresholding technique, a multivariate denoising algorithm is also developed.

### A. Partitioning of the Time-Frequency Domain

Consider a multivariate signal $x(t)$ with $N$ data channels, where the corresponding ST coefficients for each channel are given by $T_n(\omega, b)$. The proposed technique for partitioning the ST coefficients along frequency uses a multivariate extension of a frequency tiling technique proposed in [28] based on multivariate bandwidth, so as to identify a set of modulated multivariate oscillations [29] that are well separated in frequency.

We first propose to partition along frequency the time-frequency domain into $2^l$ equal width frequency bands, as shown in Fig. 1, where each frequency band is given by

$$\omega_{l,m} = \left[ \frac{m}{2^l + 1}, \frac{m + 1}{2^l + 1} \right],$$  

where $l = 0, \ldots, L_s$, corresponds to the level of the frequency band ($L_s = 5$ typically), and $m$ is the frequency band index.

![Fig. 1. The multivariate bandwidth of the partitioned frequency domain given by $B_{l,m}$, where $l$ corresponds to the level of the frequency band ($L_s = 5$ typically), and $m$ is the frequency band index.](image-url)
For example, consider a bivariate linear frequency modulated oscillation

$$x(t) = \exp\left[\frac{\phi(t)}{\omega_1 t + \frac{k}{2} t^2}\right], \quad 0 \leq t \leq T, \tag{27}$$

where $\phi(t) = \omega_0 t + \frac{k}{2} t^2$, corresponds to the instantaneous phase of the linear frequency modulated signal with chirp rate $k$. In order to illustrate how the multivariate bandwidth is affected by the frequency separation between two separate monocomponent signals, we have included a constant frequency deviation $\Delta$ between the channels. The multivariate bandwidth of $x(t)$ (using (15)–(17)) is given by

$$B_{\text{mx}} = \sqrt{\frac{\Delta^2}{4} + \frac{k^2}{12} T^2}, \quad \text{while the bandwidth in each channel is given by}, \quad \begin{array}{l} B_1 = B_2 = \frac{\Delta}{2\sqrt{3} T}. \end{array}$$

The resulting summation of the individual channel bandwidths is given by $B_{\text{mx}} - B_1 + B_2 - \frac{\Delta}{2\sqrt{3} T}$, where it should be observed that for the multivariate bandwidth, $\Delta > kT$. As a result, multivariate monocomponent functions that are well separated in frequency can be identified by splitting a larger frequency band into smaller frequency subbands using the multivariate bandwidth in conjunction with frequency partitioning [28].

**Algorithm 2:** Multivariate Time-Frequency Partitioning

1. Partition the time-frequency plane into $2^l$ equal-width frequency bands $\omega_{l,m}$.
2. For a given frequency band, $\omega_{l,m}$, at level $l$ and index $m$, determine the multivariate bandwidth $B_{l,m}$, using (11)–(14), for the following multivariate signal,

$$x_l(b) = \left[\sum_{\omega \in \omega_{l,m}} T_1(\omega, b), \ldots, \sum_{\omega \in \omega_{l,m}} T_n(\omega, b)\right]^T.$$

3. Starting from $l = 0$, a frequency split is carried out if the following condition is satisfied,

$$B_{l+1,2m}A_{l+1,2m+1} + B_{l+1,2m+1}A_{l+1,2m+1} > B_{l+1,2m} + A_{l+1,2m+1}$$

where

$$A_{l+1,2m} = \sum_{b=1}^{T} \left(A_{l+1,2m}(b)\right)^2,$$

$$A_{l+1,2m+1} = \sum_{b=1}^{T} \left(A_{l+1,2m+1}(b)\right)^2,$$

where $A_{l+1,2m}(b)$ and $A_{l+1,2m+1}(b)$ correspond to the multivariate instantaneous amplitudes for the respective frequency subbands and is defined by

$$A_{l,m}^{\text{multi}}(b) = \sum_{n=1}^{N} \sum_{\omega \in \omega_{l,m}} T_n(\omega, b)^2.$$

**Algorithm 3:** Multivariate Denoising using ST

1. Given an $N$-channel multivariate signal $x(t)$, apply the ST channel-wise in order to obtain the coefficients $T_n(\omega, b)$.
2. Determine a set of partitions based on the multivariate bandwidth, such that the ST coefficients $T_n(\omega, b)$ are separated into a set of oscillatory scales $F_{n,v}(b)$, for each channel index $n$ and scale index $v$.
3. For a noise process, determine the variance $\sigma^2_{n,v}$, for each channel and scale, shown in Appendix C.
4. Using the multivariate instantaneous amplitude $A_{n}^{\text{multi}}(b)$, carry out thresholding as shown in (30).

**B. Denoising Using Synchrosqueezing Techniques**

Consider a multivariate signal $x(t)$, with the corresponding partitioned ST coefficients, $F_{n,v}(b)$, given by

$$F_{n,v}(b) = \sum_{\omega \in \omega_{n,v}} T_n(\omega, b), \quad \tag{28}$$
where \( n \) denotes the channel index, while \( v \) corresponds to the oscillatory scale. We first need to estimate the variance of the noise signal in each oscillatory scale. Recall that for the discrete wavelet transform, the variance of noise in each oscillatory scale remains constant, while for the partitioned ST coefficients the variance of the noise varies across scale—an expression for the power within each oscillatory scale is provided in Appendix C where only the estimate of the noise variance in the first oscillatory scale \( F_{n,1} \) is required.

The conventional hard and soft thresholding applied to the ST coefficients would yield discontinuities in the recovered signal of interest even in the absence of noise, which is not desirable. To this end, to capture the inter-channel dependencies that arise between multichannel signals we propose a thresholding technique that employs the multivariate instantaneous amplitude

\[
A^{\text{multi}}_k(b) = \sqrt{\sum_{n=1}^{N} F_{n,v}(b)^2}.
\]

(29)

Such thresholding is then directly applied to the multivariate instantaneous amplitude, as

\[
\hat{F}_{n,v}(b) = \begin{cases} F_{n,v}(b), & A^{\text{multi}}_k(b) > T_{\text{mod}} \\ 0, & A^{\text{multi}}_k(b) \leq T_{\text{mod}} \end{cases}
\]

(30)

where \( T_{\text{mod}} \) is the modified universal threshold (typical values for \( C \) given in (5), is between 0.1–0.3). The recovered signal can then be obtained by summing the coefficients, \( \hat{F}_{n,v}(b) \), as follows

\[
\hat{s}_n(b) = \sum_{v=1}^{V} \hat{F}_{n,v}(b)
\]

(31)

where \( \hat{s}_n(b) \) corresponds to the denoised signal for each channel. A summary of the proposed multivariate denoising algorithm is given in Algorithm 3.

VI. SIMULATIONS

The performance of the proposed multivariate wavelet synchrosqueezing denoising (MWD) algorithm and the multivariate STFT based synchrosqueezing denoising (MFSD) algorithm is next demonstrated on both synthetic and real world signals. The proposed algorithm was compared to MWD, BEMD denoising (BEMD-D) algorithm, which combines the proposed multivariate threshold within BEMD [30], and also the multivariate partitioned CWT in combination with the proposed multivariate threshold (MCWT-D). The synthetic signals consist of monocomponent sinusoids as well as a multicomponent frequency modulated oscillation, in varying levels of noise. The three real world case studies were: accelerometer data pertaining to arm swings during walk, oceanographic data collected from freely drifting floats, and motor imagery data in EEG based brain computer interface (BCI).

7The values were selected based on a qualitative assessment of both the reconstructed SNR and smoothness of the resulting denoised signals, where priority was given on smooth denoised signals with no spurious noise artifacts in the recovered signal.

7The MATLAB code for both MWD and MFSD algorithms are available on request.

A. Denoising Monocomponent Sinusoidal Oscillations

The first set of simulations considers a bivariate sinusoidal oscillation in white Gaussian noise, given by

\[
y(t) = \left[ \cos(2\pi ft) \cos(2\pi f(t + \frac{\pi}{2}) \right] + \left[ \frac{1}{n_1(t)} \right],
\]

(32)

where the sinusoidal oscillation was sampled at 1000 Hz, and the corresponding frequency of the sinusoids are \( f = 5, 40, 100 \) Hz. Fig. 3(a) shows the reconstruction SNRs (averaged for both channels) corresponding to the sinusoids in varying levels of white Gaussian noise, with equal SNR between the two channels. It can be observed from Fig. 3(a) that the proposed MWD method consistently outperforms the MWD and MCWT-D algorithms, especially at higher frequencies; furthermore the proposed MWSD algorithm outperforms the BEMD-D algorithm for both high and low frequencies. For the bivariate sinusoidal oscillation with a frequency of 100 Hz, the reconstruction SNR for the proposed method decayed rapidly when the input SNR falls below 0 dB. This is due to the underlying behavior of SST (including CWT) at high frequencies in the presence of noise; the wavelet transform has a dyadic filter bank structure such that at higher frequencies the bandwidth of the wavelet filter is wider. As the SST requires an accurate estimate of the instantaneous frequency within each wavelet coefficient in order to accurately reassigned, the accuracy in the estimation of the instantaneous frequency degrades at higher frequencies in the presence of broadband noise. From Fig. 3(a) it can be seen that the performance of the MFSD algorithm is also frequency dependent; for low frequencies the MFSD was outperformed by both the MWD and MWSD algorithms. This is due to the incomplete partitioning of the STFT based synchrosqueezing coefficients into modulated oscillations. For high frequencies, the MFSD outperformed both the MWD and MWSD, as the STFT does not have the dyadic filter bank property of the CWT, and exhibits uniform resolution dependent only on the length of the data window. Accordingly, the estimated instantaneous frequency for higher frequencies in the presence of noise did not degrade, and STFT based synchrosqueezing coefficients did not depend as much on the frequency of the sine waves. Finally, the multivariate partitions and threshold were also applied to STFT (not shown in the figures), where MFSD outperformed STFT denoising for higher frequencies, however for low frequencies, due to incomplete partitioning of MFSD, the STFT based method outperformed MFSD.

For rigor, a variation of the previous simulation for unbalanced powers in data channels was next considered. We only consider the proposed MWD algorithm, similar results can also be obtained using the MFSD algorithm. Consider a bivariate sinusoidal oscillation (as in (32)) with frequencies \( f = 40, 100, 150 \) Hz, in white Gaussian noise, where an inter-channel power imbalance was introduced both at the SNR in each channel was different. The SNR of the second channel was fixed at 20 dB, while the SNR of the first channel was varied between -10 to 20 dB. Fig. 3(b) compares the performance of proposed denoising algorithm for both the balanced inter-
channel SNR and the unbalanced inter-channel SNR scenario (for the unbalanced bivariate signal the reconstruction error in the first channel was calculated). Observe that for the frequencies 100 Hz and 150 Hz and for high noise powers, the performance of the proposed method for the unbalanced inter-channel SNR case showed a significant improvement over the balanced inter-channel SNR scenario.

B. Denoising Multicomponent Frequency Modulated Oscillations

Consider a bivariate multicomponent frequency modulated (FM) signal $y_{FM}(t)$ in white Gaussian noise (sampled at 200 Hz), where the underlying frequency modulated signals contain both a sinusoidal instantaneous frequency combined with a linear instantaneous frequency, that is

$$y_{FM}(t) = \begin{bmatrix} \cos \left( \phi_1(t) \right) + \cos \left( \phi_2(t) \right) \\ \cos \left( \phi_1(t) + \frac{\pi}{2} \right) + \cos \left( \phi_2(t) + \frac{\pi}{2} \right) \end{bmatrix} + \begin{bmatrix} n_1(t) \\ n_2(t) \end{bmatrix},$$

where

$$\phi_1(t) = 2\pi \left( 10t + 3.5 \cos(t) \right), \quad \phi_2(t) = 2\pi \left( 25t + 0.8t^2 \right)$$

and $n_1(t), n_2(t)$ are independent white Gaussian noise realizations. As with the previous simulation (where a sinusoidal
oscillation was considered) two cases were considered: the first case assumes that the bivariate signals have equal inter-channel SNRs, while in the second case there was an imbalance in the inter-channel SNRs. Fig. 4 (upper panel) shows that the proposed MWSD algorithm outperformed MWD, for channel SNRs greater than –5 dB, while the MWSD algorithm outperformed the BEMD denoise (BEMD-D) algorithm for input channel SNRs greater than 4 dB. Furthermore, MSWD outperformed MCWT-D algorithm for all input signal SNRs, this is due to the multicomponent signal occupying the mid- to high-frequency ranges such that the resulting CWT coefficients had lower frequency resolution. The proposed MFSD algorithm outperformed both MWD and BEMD-D algorithms for input SNRs of 6 dB and 10 dB respectively. For SNRs lower than –5 dB, the performance of the proposed algorithms and MWD algorithm were similar, with the BEMD-D having a lower reconstruction SNR for very low input channel SNRs. Finally, it should also be noted that MFSD outperformed multivariate STFT denoising algorithm, for very low input signal SNRs, however the performance of both methods at higher input signal SNRs were equal. Fig. 4 (lower panel) compares the performance of the proposed method (MWSD) for equal channel SNRs versus different channel SNRs in the bivariate FM signal. As the noise power increased, the reconstruction SNR for the unbalanced bivariate signal was higher than that for the balanced bivariate signal, demonstrating that the proposed algorithm is able to exploit inter-channel dependencies in order to recover the signal of interest.

C. Human Motion Denoising

The data was obtained from the arm swings of a test subject using two 3D accelerometers attached to the wrists. A bivariate signal was then constructed (shown in Fig. 5) by using the y-axis accelerometer data (the y-axis of the accelerometer was perpendicular to ground, when the subject was at rest) collected from the left and right wrists of the test subject. Fig. 5 shows that both the instantaneous frequency and amplitude of the bivariate accelerometer data are time-varying, also additive white Gaussian noise of varying powers was added to further complicate the recording. Table I shows that both of the proposed multivariate denoising algorithms (MWSD and MFSD) outperformed the MWD algorithm for input SNRs below 10 dB, while as expected at higher input SNRs the performances of all techniques were similar.

D. Float Drift Denoising

We next considered data collected from a freely drifting oceanographic float, that is used by oceanographers to study ocean current drifts. The position (latitude and the longitude) of the float was recorded, and the resulting drift velocities for both the latitude and longitude were then used to construct a...
Fig. 6. Oceanographic float drift recordings. (a) Time domain representation of the bivariate float drift data. (b) The amplitude spectra of the latitude (upper panel) and longitude (lower panel). (a) Float data; (b) amplitude spectra.

The bivariate signal. Fig. 6(a) shows the time domain waveforms of the drift velocities for both the latitude and longitude; the bivariate signal contains a time-varying oscillation that is common to both channels with an approximately constant phase difference. Fig. 6(b) illustrates the respective amplitude spectra, showing that the oscillatory signals of interest reside within the frequency range [0,0.05], while the frequency content above the normalized frequency of 0.05 is due to white noise.

The resulting time domain representations of the denoised bivariate float data using both the proposed MWSD and the MWD algorithms are shown in Fig. 7(a); both algorithms correctly identified monocomponent bivariate oscillations; observe that the denoised float data estimated using the MWSD algorithm has smoother features over the MWD, while Fig. 7(b) presents the resulting amplitude spectra of the denoised signals. It can be seen that both methods preserved the frequency content below the normalized frequency of 0.05 and suppress the frequency content above the normalized frequency 0.05. Fig. 7(b) shows that the proposed MWSD algorithm outperformed the MWD for high frequency component suppression.

E. Denoising in Motor Imagery BCI

The final simulation considers the electroencephalography (EEG) data collected from a test subject performing motor imagery tasks. The objective of motor imagery (MI) experiments is to generate a response in the brain electrical activity when the subject imagines movement of a limb, manifested by a 10 Hz mu rhythm in EEG. A bivariate signal was constructed using two EEG electrodes FC3 and T7 (located on the left hemisphere of the skull), and the MI task involved the imagining left hand movement\(^9\) [31]. The frequencies of interest for motor imagery tasks fluctuates in the range 8–12 Hz [32], and the physiological noise corrupting EEG signals tends to contain strong low frequency components, so that at the power spectra of EEG signals are proportional to the inverse of frequency \(\left( \times \frac{1}{f} \right)\). To this end, the Hurst exponent value of \(H = 0.995\) was used to model the noise characteristics of the motor imagery data.

Fig. 8(a) shows the time-frequency representations of the original EEG channels FC3 and T7; observe the presence of the mu rhythm along with strong background low frequency EEG components (at 0–4 Hz). Fig. 8(b) shows the denoised EEG using the MWSD algorithm; the mu rhythm was recovered while the low frequency background EEG components were removed.

VII. CONCLUSION

We have introduced a class of multivariate denoising algorithms based on synchrosqueezing in conjunction with the short time Fourier transform and the wavelet transform. By partitioning the time-frequency domain, a set of matched monocomponent signals has been obtained, while a multivariate extension of the thresholding method and a multivariate denoising algorithm have been proposed so as to exploit the inter-channel dependencies that exist between multiple data channels. Simulations on both synthetic and real world data have demonstrated the effectiveness of the proposed multivariate denoising methods. Finally, the proposed multivariate partitioning and denoising algorithms have also been applied to conventional time-frequency methods such as wavelet and short time Fourier transforms, and are advantageous for applications that require lower computational complexity over accurate signal recovery.

APPENDIX A

The implementation of the synchrosqueezing transform based on the STFT [21] is as follows.

A. STFT Implementation

The discrete implementation of the STFT (detailed in [27]), generally requires the specification of three parameters: 1) the type of window employed, 2) the window length used, and 3) the overlap between windows. For the first case, it has been shown that the Gaussian window, given by

\[
w(n) = e^{-\frac{n^2}{\sigma^2}},
\]

\(^9\)The data used in this simulation was obtained from the BCI Competition IV Dataset I, and is available from http://www.bbci.de/competition/iv/. Data used for this simulation is available on request.
Fig. 7. Ocean float denoising. (a) The denoised bivariate float using the proposed MWSD method (upper panel) and the MWD algorithm (lower panel). (b) The amplitude spectra for both the MWSD and multivariate wavelet denoising algorithms for denoised signal corresponding to the latitude (upper panel) and the longitude (lower panel). (a) Denoised float data; (b) amplitude spectra.

Fig. 8. Motor imagery denoising aiming to recover a drifting 10 Hz mu-rhythm from noisy EEG. (a) The time-frequency representations of EEG data pertaining to the left hand motor imagery, from the FC3 electrode (upper panel) and T7 electrode (lower panel). (b) The time-frequency representations of the denoised EEG signals using the MWSD algorithm, for the FC3 electrode (upper panel) and T7 electrode (lower panel). (a) Original FC3 and T7 electrodes; (b) denoised FC3 and T7 electrodes.

provides the best trade-off between both time and frequency localization, while for the third case, a sliding window is employed to allow for the reconstruction of the original signal, as well as providing information at each point in time. The
window length is effectively a parameter that controls the desired time and frequency resolution. A discrete implementation of the STFT is given in Algorithm 4.

**Algorithm 4**: Discrete implementation of the STFT

1) Given a discrete signal $x(n_t)$, where $n_t = 1, \ldots, N_t$, and a discrete Gaussian window function given by $w_p$, where $p = 0, \ldots, P-1$, and the maximum of the window function is at $\frac{P}{2}$.

2) Zero pad each side of the signal $x(n_t)$ with $\frac{P}{2}$ zeros, yielding the following signal $\hat{x}(n_t)$.

3) Next apply the discrete Fourier transform

$$S_k(n_t, k) = \mathcal{F}_d \{ \hat{x}(n_t) \odot \hat{w} \}, \quad \text{for} \quad n_t = 1, \ldots, N_t$$

where $\hat{x}(n_t) = [x(n_t), \ldots, x(n_t + P - 1)]^T$, $\hat{w} = [w(0), \ldots, w(P-1)]^T$, and $\odot$ corresponds to the elementwise product.

**B. Instantaneous Frequency Estimation**

Once the STFT coefficients $S_k(n_t, k)$ have been determined, the instantaneous frequency for each frequency index $k$ needs to be calculated. An elegant solution (as outlined in [26] for the wavelet based SST) utilizes the derivative properties of the Fourier transform, that is, given the STFT coefficients, $S_k(n_t, k)$, apply the Fourier transform along the time dimension, yielding

$$B(n_t, k) = \mathcal{F}_d^{-1} \{ S_k(n_t, k) \}, \quad \text{for} \quad k = 0, \ldots, P-1$$

By taking the inverse Fourier transform, $\mathcal{F}_d^{-1} \{ \}$ of the following expression, we then obtain

$$\omega(n_t, k) = \mathcal{F}_d^{-1} \left\{ \frac{i2\pi\hat{k}}{P} B(n_t, \hat{k}) \right\}, \quad \text{for} \quad \hat{k} = 0, \ldots, P-1$$

yields the instantaneous frequency for each frequency index $k$.

**C. STFT Synchrosqueezing**

Finally, the discrete implementation of the synchrosqueezing for the STFT is given as follows. The inverse of the STFT coefficient, in a discrete implementation, is given by

$$x(n_t) = \frac{1}{Pw} \left( \sum_{k=0}^{P-1} S_k(n_t, k)e^{i\pi k} \right).$$

This implies that the final reconstruction formula for the discrete implementation of the Fourier based synchrosqueezing transform is given by

$$T_d(n_t, k) = \frac{1}{Pw} \left( \sum_{k=0}^{P-1} S_k(n_t, k)e^{i\pi k} \right), \quad \text{for} \quad k = 0, \ldots, P-1.$$

**APPENDIX B**

Consider a bivariate frequency modulated signal given by

$$x_+(t) = \left[ e^{i\phi(t)} \right], \quad 0 \leq t \leq T,$$

where the instantaneous phase is given by $\phi(t) = \sum_{h=1}^H c_h t^h$, where $c_h \in \mathbb{R}$. The objective is to determine the conditions under which the multivariate bandwidth, $B_x$, of the bivariate signal $x_+(t)$, is greater than the sum of the individual channel-wise bandwidths $B_+ = B_1 + B_2$, where $B_1$ and $B_2$ correspond to the bandwidth of each channel. Using (15)–(17) from Section III, the bandwidth for each separate channel is given by

$$B_1^2 = B_2^2 - \int_0^T \left( \sum_{h=1}^H h c_h t^h - c_h T^h -1 \right)^2 dt.$$ (40)

Accordingly the multivariate bandwidth of $x_+(t)$ is given by

$$B_x^2 = \frac{1}{T} \int_0^T \frac{\Delta^2}{4} + \left( \sum_{h=1}^H h c_h t^h - c_h T^h -1 \right)^2 dt.$$ (41)

In order to determine $\Delta$ so as to satisfy the following condition, $B_x > B_+$, that is, $B_x^2 > 4B_1^2$, which implies the following

$$\frac{1}{T} \int_0^T \frac{\Delta^2}{4} + \left( \sum_{h=1}^H h c_h t^h - c_h T^h -1 \right)^2 dt > 4 \int_0^T \left( \sum_{h=1}^H h c_h t^h - c_h T^h -1 \right)^2 dt.$$ (42)

In order to obtain a condition on $\Delta$ that satisfies (42), it is sufficient for $\Delta$ to satisfy the following

$$\frac{\Delta^2}{4} + \left( \sum_{h=1}^H h c_h t^h - c_h T^h -1 \right)^2 > 4 \left( \sum_{h=1}^H h c_h t^h - c_h T^h -1 \right)^2.$$ (43)

Rearranging (43) results in the following

$$\Delta > \sqrt{12} \left( \sum_{h=1}^H h c_h t^h - c_h T^h -1 \right).$$ (44)

Given that instantaneous frequency $\phi(t) = \sum_{h=1}^H h c_h t^h$, has some maximum value $\omega_{max}$ such that $\phi(t) \leq \omega_{max}$, (44) can be expressed as follows

$$\Delta > \sqrt{12} (\omega_{max} - \bar{\omega}).$$ (45)

where $\bar{\omega} = \sum_{h=1}^H c_h T^h -1$. Implying that provided there exists sufficient frequency separation between bivariate frequency modulated oscillations, then the multivariate bandwidth using the method outlined in [28] enables the identification of modulated multivariate oscillations.

**APPENDIX C**

We shall now derive the variance of the partitioned coefficients $F_{n,v} \{ k \}$ using synchrosqueezing techniques (where $n$ corresponds to the channel index, while $v$ is the oscillatory scale), starting from the wavelet based synchrosqueezing transform. The variance for each scale and channel is given by $a^2_{n,v} =$
An approximation in order to simplify the derivation is given by
\[ F_{n,v}(b) \approx R_{\psi}^{-1} \sum_{a \in A_v} a^{-\frac{2}{3}} W_a(a,b), \tag{46} \]
where \( F_{n,v}(b) \) is the inverse of the wavelet transform within each frequency scale, and \( A_v = \frac{a_n}{a_{v-1}} \) are the wavelet scale factors with center frequencies within the frequency partitions \( \{w_v\}_{v=1}^V \). Then, using (46) the variance within each frequency scale is given by
\[ \sigma_{n,v}^2 \approx R_{\psi}^{-2} \sum_{a \in A_v} a^{-2} \mathbb{E} \{ W_a(a,b) W^{*}_a(a,b) \}. \tag{47} \]
Therefore, in order to calculate the variance, \( \sigma_{n,v}^2 \), for each scale and channel an expression needs to be determined for \( \mathbb{E} \{ W_a(a,b) W^{*}_a(a,b) \} \) (where \( W_a(a,b) \) is the discrete time continuous wavelet transform). The first step is to carry out a change of variable of the continuous wavelet transform (shown in (19)),
\[ W(a,b) = \int a^{-1/2} \psi^* \left( \frac{l}{a} \right) x(t+b) \, dt. \tag{48} \]
In discrete time, (48) is given by
\[ W_a(a,b) = \sum_{m=0}^{L-1} a^{-1/2} \psi^* \left( \frac{m}{a} \right) x(m+b) \Delta t, \tag{49} \]
where \( L \) denotes the length of the signal, which yields
\[ \mathbb{E} \{ W_a(a,b) W^{*}_a(a,b) \} = \sum_{m_1=0}^{L-1} \sum_{m_2=0}^{L-1} a^{-1} \mathbb{E} \{ x(m_1+b) x^*(m_2+b) \} \times \psi^* \left( \frac{m_1}{a} \right) \psi \left( \frac{m_2}{a} \right). \tag{50} \]
Given a fractional Gaussian noise (fGn) signal, \( x_H(k) \), with the following autocorrelation
\[ \mathbb{E} \{ x_H(m) x_H(m+k) \} = \sigma^2_H \left( k - 1 \right)^{2H} - 2 k^{2H} + \left| k + 1 \right|^{2H}, \tag{51} \]
where \( H \) is the Hurst exponent and \( \sigma_f \) corresponds to the standard deviation of the time series \( x_H(m) \). A substitution between (51) and (50) gives
\[ \mathbb{E} \{ W_a(a,b) W^{*}_a(a,b) \} = a^{-1} \sigma^2_f \sum_{m_1=0}^{L-1} \sum_{m_2=0}^{L-1} \delta(m_1 - m_2) \psi^* \left( \frac{m_1}{a} \right) \psi \left( \frac{m_2}{a} \right) + m_2 - m_1 + 1 \right)^{2H} \psi^* \left( \frac{m_1}{a} \right) \psi \left( \frac{m_2}{a} \right). \tag{52} \]
For white Gaussian noise with a Hurst exponent \( H = 0.5 \), expression (50) can be simplified into
\[ \mathbb{E} \{ W_a(a,b) W^{*}_a(a,b) \} = a^{-1} \sigma^2_w \sum_{m=0}^{L-1} \sum_{m'=0}^{L-1} \delta(m_1 - m_2) \psi^* \left( \frac{m_1}{a} \right) \psi \left( \frac{m_2}{a} \right) \tag{53} \]
where \( \sigma_w \) corresponds to the standard deviation of white noise.

The final expressions for \( \mathbb{E} \{ W_a(a,b) W^{*}_a(a,b) \} \), determined for both fractional and white Gaussian noise are then substituted into (47), resulting in the variance for each oscillatory scale, \( \sigma_{n,v}^2 \), is given by
\[ \sigma_{n,v}^2 \approx \frac{\sigma^2_f}{2R_{\psi}^2} \sum_{a \in A_v} a^{-2} \mathbb{E} \{ W_a(a,b) W^{*}_a(a,b) \}. \tag{54} \]

The same reasoning applied to the STFT based synchrosqueezing transform yields the following estimates of the noise variance within each scale, where we first determine an expression assuming white noise
\[ \sigma_{n,v}^2 \approx \left( \frac{\sigma_w}{P_w \left( \frac{L}{2} \right)} \right)^2 \sum_{k \in A_v} \sum_{m=0}^{P-1} w(m)^2, \tag{55} \]
where \( w(m) \) is the window of length \( P \) used in the STFT and \( A_v \) corresponds to the frequency partitions, \( \{w_v\}_{v=1}^V \), adapted for the STFT. For the fGn scenario, we then arrive at
\[ \sigma_{n,v}^2 \approx \left( \frac{\sigma_f}{P_w \left( \frac{L}{2} \right)} \right)^2 \sum_{k \in A_v} \sum_{m=0}^{P-1} \sum_{m'=0}^{P-1} \left( (m_2 - m_1 - 1)^{2H} \right) \psi^* \left( \frac{m_1}{a} \right) \psi \left( \frac{m_2}{a} \right) + m_2 - m_1 + 1 \right)^{2H} \psi^* \left( \frac{m_1}{a} \right) \psi \left( \frac{m_2}{a} \right). \tag{56} \]
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