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he popularity and success of current and future wire-
less networks depend on their ability to provide reli-
able communication to mobile users at any time and
anywhere. In order to provide this universal connectivi-

ty, the network has to be able to maintain and establish a con-
nection path from source to destination at any given time,
independent of the mobile’s geographical location. This prob-
lem arises specifically in wireless networks due to the user
mobility and the fact that there is no single physical point of
attachment of the mobile to the network (as is the case in
wireline networks, for example).

This broad problem of location management encompasses
several aspects. First, during an active call, the network has
to be able to maintain the connection even when the end
user moves in the network. This aspect is usually solved by
handoff schemes that connect the user to a different base
station if the connection to that base station becomes
stronger than the one to the previously chosen base station.
The second aspect of location management deals with radi-
olocation, which means pinpointing the exact geographical
location (as opposed to merely the closest base station) of
the user. Such techniques are essential for emergency ser-
vices, and vehicle and people tracking, and are not discussed
in any detail in this work. The third and final aspect of loca-
tion management is to be able to establish a new connection
to a mobile terminal when a call destined for that mobile is
initiated in the network. The main difficulty stems from the
fact that the mobile may have moved from the last known
location, and therefore could potentially be anywhere in the
network. This problem is essentially solved by the paging and
registration procedures, which work in conjunction to deter-

mine the closest base station to the mobile at the time when
a connection needs to be established.

In the registration (or update) procedure, the mobile is
required to send registration messages to inform the network
of its location. In this article we only consider the relevant
registration procedure when the mobile is powered up but not
active (i.e., when the mobile is not engaged in an ongoing
call). Indeed, when the mobile is active, the network is able to
track the mobile through micro- and macromobility manage-
ment procedures (e.g., the handoff strategies in the traditional
cellular networks, or Mobile IP and Hierarchical Mobile IP in
all-IP wireless networks). The registration messages could be
sent periodically after expiration of a timer, whenever the
mobile moves to particular locations or regions in the net-
work, or even when the mobile has traveled a distance from
the location where the last registration occurred exceeding a
certain threshold. The reader is referred to [1] for a discussion
of the various registration procedures. Of course, more elabo-
rate procedures than the ones mentioned here are also possi-
ble and have been studied in the literature [2–4, references
therein]. Some of these procedures are naturally distributed in
nature, but to our knowledge have not been implemented in
current networks.

The second important procedure is the paging procedure
by which the network pages all base stations in a particular
region in order to locate the mobile terminal. Once a base
station receives a paging request from the network, it sends a
paging message over its paging channel with the unique iden-
tifier for the mobile that needs to be located. Mobiles that are
powered up are required to periodically monitor the paging
channels and respond to paging messages with their identifier.
Of course, it goes without saying that when mobile terminals
are not powered up, it is impossible to locate them, resulting
in an unsuccessful connection. The paging procedure requires
a list (called the location area) of possible base stations at
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which the mobile may be located (this list may potentially
even include all the base stations in the network). Paging pro-
cedures differ by the order in which the various base stations
in the location area are paged (e.g., simultaneous or sequen-
tial paging of the base stations). The order in which the base
stations are paged is part of the design of the paging strategy
and depends on such parameters as mobile speed and direc-
tion of movement, call arrival statistics, and any a priori infor-
mation about the mobile’s possible location.

Two basic strategies for paging and registration illustrate
the fundamental trade-offs involved. The always-update strate-
gy requires that a mobile terminal send an update message
upon entering a new cell. In other words, whenever the
mobile detects that its signal strength to some base station has
become stronger than that to the current base station, it sends
a registration message to inform the network of that change in
relative signal strength. Of course, for such a strategy the pag-
ing cost is minimal, as the network is always aware of the base
station with the best connection to the user. On the other
hand, the registration cost (and the associated power con-
sumption for the mobile and registration traffic and signal
processing) could be very large, especially if the user is highly
mobile. This is certainly not an acceptable strategy for high-
velocity users.

At the other extreme, in the never-update strategy the ter-
minal would never send any registration messages, thereby
requiring network-wide paging. The registration cost is of
course zero, but the paging delay and associated traffic in
the backhaul network could become unacceptably large.
Therefore, sensible strategies employ a compromise between
these two extreme strategies. The main issues that influence
this trade-off and determine the outcome of the compro-
mise include the cost of registration and paging of a mobile,
the dissemination, recording, and storage of the location
information in the network, as well as the delay in finding a
particular mobile and the probability and cost of an unsuc-
cessful paging request. This trade-off is quite extensively
studied in the literature and we refer the reader, for exam-
ple, to [5–7].

As mobile cellular networks evolve to carry both traditional
voice and new data services, an IP-based radio access network
(RAN) akin to the Internet is likely to be the most favorable
approach for future RANs. The advantages of an all-IP RAN
include cost efficiency from economies of scale (since the
radio network has the same network elements as the Internet,
allowing for use of off-the-shelf components), improved relia-

bility, separation of the control and transport planes, conve-
nient implementation of new services, independent scaling of
control and transport, and straightforward integration of mul-
tiple networks [8–10]. A typical all-IP network architecture is
illustrated in Fig. 1. The base stations, which are now routers
and called base station routers (BSRs), are connected to the
service provider’s intranet (also referred to as the backhaul
network). A gateway connects the intranet to the Internet. IP
is the network protocol transporting user and control informa-
tion within the intranet. The control server provides the nec-
essary call service control. An important characteristic of the
network in Fig. 1 is that a lot of the radio network functionali-
ties are integrated with the base station functionalities and
thus distributed across the network. Unlike the traditional
architecture, there is no node in the RAN that is wireless-
aware. The distributed network architecture therefore pro-
vides natural motivation to consider distributed paging and
registration procedures.

The remainder of the article is organized as follows. We
first describe currently used centralized paging and registra-
tion procedures as they are applied in today’s wireless net-
works. We also provide details of how centralized procedures
could be applied in future distributed all-IP network architec-
tures. We then present the details of our proposed distributed
paging and registration procedures. Finally, we provide some
calculations to substantiate the claims that distributed paging
and registration lead to effective load balancing in the net-
work.

Centralized Paging and Registration
We now proceed to describe the most commonly used pag-
ing and registration procedures in today’s wireless networks,
and their extensions to the new architecture proposed in
this article. The typical scenario that is employed in current-
ly deployed 2.5-generation (2.5G) and third-generation (3G)
networks is to define a location area to comprise a certain
number of base stations. How to design the location area,
and how many and which base stations should be part of a
location area are left to the network designer and go beyond
the scope of this discussion. In current networks the loca-
tion areas are the same for all the mobile terminals in the
network. Each terminal is required to register with the net-
work as soon as it is powered up and again whenever it
enters a new location area. By comparing the relative signal
strengths of pilot signals sent by the base stations, the
mobile is able to determine if and when it has moved within
the vicinity of a new base station. If the mobile has informa-
tion on the location areas (specifically which base stations
belong to which location areas), it can determine that it has
left a location area and entered a new location area, and
initiate the corresponding registration message. Alternative-
ly, if the mobile does not have location area information,
the base stations are required to have such knowledge.
Whenever the mobile’s signal to a new base station becomes
largest, the mobile registers with that base station by trans-
mitting its mobile terminal identification number and the
identification number of its previous associated base station.
If the new base station determines that the mobile has
moved across a location area boundary (after comparing the
identification numbers with the location area information),
either the mobile or the new base station, on behalf of the
mobile, initiates a registration message to the network. The
identification number of the new base station, as well as the
corresponding information of the associated location area,
is then stored in the location registry database.

In addition to the location-based registration procedure,

n Figure 1. Generic all-IP network architecture with base station
routers.
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mobile terminals are also required to periodically register
with the network after expiration of a timer to inform the
network that the mobile is still alive and that the corre-
sponding call session state information should be main-
tained in the network. Furthermore, some wireless networks
optionally require the mobile to register if it has traveled a
minimum distance from the last known base station. We
point out that the location-based registration is inherently a
centralized procedure as mobiles only register with those
base stations at the boundary of the location areas. In con-
trast, the timer and distance-based registration procedures
are naturally distributed as they depend on the stochastic
and independent mobility patterns of the different mobiles.
However, even if the latter two registration procedures are
distributed, the location information is stored in a central
database that may be collocated with the radio network con-
troller (RNC).

In currently employed location management strategies in
2.5G and 3G networks, paging of a user is restricted to the
base stations in the last known location area. Typically, all the
base stations within the location area are paged simultaneous-
ly. Alternatively, a particular paging order could be used if
additional information on the user’s location is available. Such
information could, for example, be available if distance-based
registration procedures are employed.

The traditional paging and registration procedures imple-
mented by current wireless networks may very well be used in
distributed network architectures, such as the one represented
in Fig. 1. However, by virtue of its distributed nature, this net-
work architecture naturally allows for additional flexibility to
distribute the paging and registration functionalities, and the
corresponding computational complexity and signaling load
within the network. Before we proceed to describe the dis-
tributed procedures in later sections, we briefly summarize the
centralized paging procedure as it would be applied in the
context of a distributed architecture. We emphasize that the
paging functionality is still centralized; only the radio func-
tionalities are distributed in the network. Note that this dis-
cussion closely mirrors the procedures in current networks
provided that the appropriate correspondences between net-
work elements are considered.

In Fig. 2 we show an illustrative network configuration in
which it is assumed that different BSRs are connected to a
router and ultimately to a gateway, which serves as the control
server depicted in Fig. 1 through a hierarchical architecture.

For simplicity and to illustrate the main ideas, we consider
that all the BSRs are connected to the gateway through a sin-
gle router. Note that the location area may contain one or
more routers and the associated BSRs. The gateway contains
the location register database in which the relevant location
information is stored. Note also that a gateway may be con-
nected to more than one location area, although this is not
shown in Fig. 2.

Traditionally the paging functionality resides at a central
location such as the RNC. We now briefly describe the cor-
responding procedure, which is also given in the signal flow
chart in Fig. 3. If a correspondent host in the core network
initiates a call, the call is routed to the receiving terminal’s
home agent (HA) in its home network. Through an estab-
lished binding, the HA then forwards the data packets to
the terminal’s foreign agent (FA), which then triggers a pag-
ing request to the centralized paging server that can reside
in the gateway. In the traditional centralized architecture,
the paging server would typically be located in the RNC.
The paging server, upon probing the location register (LR)
database, determines the last known location area and sends
appropriate paging requests to all the base stations within
said location area in order to locate the closest base station
to the mobile terminal at that time. This could, for example,
be done by a paging protocol with IP multicasting as a
transport mechanism that multicasts the paging request to a
subset (or all) of the base stations that are paged simultane-
ously. The base stations then send a layer 2 paging message
to the mobile using the dedicated paging channels. The
mobile responds by a page-response message to the base
station from which it detected the paging request message.
The base station that eventually locates the mobile terminal
responds to the paging server with a layer 3 paging response
message and possibly signals the mobile to perform a
Mobile IP registration with the HA. Base stations that do
not locate the mobile do not respond by explicit negative
acknowledgment messages. At that point, the user terminal
is deemed located and call setup may proceed. Note that in
this scenario, both the paging functionality and LR are cen-
tralized and collocated with the gateway. We also emphasize
that the paging functionality could reside in a dedicated
paging server located somewhere in the network (instead of
being located at the gateway). A crucial aspect of the cen-
tralized paging procedure in this architecture is that the
gateway or, in general, the paging server has to be a wire-
less-specific and centralized network component. Therefore,
it cannot simply be substituted for off-the-shelf wireline net-
work components, entailing additional costs through special-
ization and lack of scalability.

Distributed Paging Procedure
In the context of future all-IP distributed network architec-
tures, we continue to employ paging and registration proce-
dures very similar to those employed in current systems and
described earlier. However, we wish to distribute the function-
alities in the network in order to avoid excessive processing at
specific nodes and excessive signaling traffic on certain links
in the network. In addition, the need for network entities with
specific wireless-related functionalities is eliminated or at least
reduced. More elaborate paging procedures can equally well
be implemented in the context of this architecture.

In this scenario we continue to assume that all the base sta-
tions within the geographical region of interest are regrouped
into contiguous location areas. A mobile terminal is again
required to register upon entering a location area, but does
not necessarily register when moving across base stations with-

n Figure 2. Illustrative network configuration for distributed pag-
ing.
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in the same location area. The determination of when a
mobile enters a new location area can be made according to
the same procedures as in the centralized architecture. Upon
arrival of a new call for a particular user, the paging is then
restricted to the last known location area.

In our enhanced distributed paging procedure, the LR
database is still centralized, but may not have to be collocated
with the gateway. However, the paging functionality is dis-
tributed and resides with the last base station BSRlast at which
the mobile was located. BSRlast could be either the BSR with
which the mobile registered upon first powering up in the net-
work, or the BSR with which the mobile registered upon
entering the current location area. However, if more sophisti-
cated registration procedures are implemented in addition
and on top of the location areas (e.g., timer- or distance-based
procedures), BSRlast could equally well be any BSR in the
location area.

We now describe the corresponding distributed paging pro-
cedure, for which a signal flow chart is shown in Fig. 4. The
HA has a binding to the last registered FA that resides in the
last known BSR, BSRlast, and, upon call arrival, the HA sends
a paging request to BSRlast. The ensuing layer 2 paging proce-
dure is unchanged from the centralized paging discussion. If
BSRlast is unable to locate the mobile, rather than
respond to a central paging server, BSRlast is
capable of initiating paging requests to all other
base stations within the same location area. The
information of which base stations should be
paged (i.e., the identities of all base stations with-
in the same location area) could be stored in
BSRlast, or alternatively obtained from the LR
database. The latter is particularly attractive when
location areas are not fixed and may depend on
the particular user, as discussed below in the sec-
tion on distributed registration. Upon locating the
mobile the corresponding BSR, denoted BSRnew,
sends a paging response message to BSRlast.
BSRnew is then responsible for updating the LR
database with the corresponding location infor-
mation of the mobile and for signaling the mobile
to perform a registration with the HA. Finally,
BSRnew informs BSRlast that the mobile has been
located and BSRlast may relinquish its paging
responsibility for that mobile. Finally, BSRnew
requests and initiates the migration of the call

state and internal parameters relevant to the
mobile from BSRlast to BSRnew. Note that the
scheme can be extended so that the LR
database is distributed and located with
BSRlast. This would reduce the required signal-
ing further as well as the delay in locating the
mobile.

In summary, in this distributed paging pro-
cedure, the paging functionality that resides
with a central entity (e.g., the RNC) in the
centralized architecture is dynamically dis-
tributed in the network and resides with the
last known base station for the paged mobile.
Alternative approaches include choosing a
specific BSR in each location area to handle
all the paging functionalities for all the mobiles
in that location area. However, such an
approach would violate the objective that all
BSRs should have the same functionalities and
would therefore be cost-effective to manufac-
ture. In addition, since the BSR at which a
mobile was last registered depends on the par-

ticular mobile and changes over time, the paging load (includ-
ing the signal processing and management of location
information as well as the required signaling traffic in the net-
work) can be more evenly distributed in the network by
assigning the paging responsibility to the last known BSR.

Later, we provide some simple calculations to evaluate the
traffic load and time required to locate a particular mobile
terminal under both the centralized and the distributed paging
procedures for the simple network in Fig. 2. These calcula-
tions show that the total amount of paging traffic and the
total time required to locate a particular mobile are not sub-
stantially changed by the distributed paging procedure. There-
fore, the complexity of the distributed and centralized paging
procedures is comparable. However, while this is true for an
individual user, the distributed paging procedure allows dis-
tributing the overall paging traffic (when multiple users have
to be located) more evenly throughout the network. In addi-
tion, there is not a single point of failure in the network (as
would be the case with a dedicated paging server), and the
processing capabilities, required buffering, and traffic distribu-
tion are more evenly distributed in the network. By adapting
the location area to each user, it is in fact possible, as dis-
cussed below, to balance the paging traffic in the network.

n Figure 3. Centralized paging signal flow.
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Distributed Registration Procedure
In this section we concentrate on enhanced distributed regis-
tration procedures. In current 2.5G and 3G networks the
location areas are the same for all the users in the network
and cover a certain set of base stations. This set of base sta-
tions remains the same for all users throughout the opera-
tion of the network. While such an assumption is certainly
reasonable and provides the simplest solution, the calcula-
tions performed later show that it leads to an uneven distri-
bution of the registration traffic load in the network.
Specifically, only the fraction of base stations located at the
boundary of the location area handle any registration traffic,
while the base stations in the interior of the location area do
not share in the burden.

The main idea behind distributed registration is to make
sure that the registration traffic is distributed among all the
base stations in the network by choosing different location
areas for different users. Location areas essentially form a
tiling of the geographical region, and different users could be
associated with different shifted versions of the same base pat-
tern of location areas. As an illustrative practical example,
assume that the base stations in the network can be parti-
tioned according to two different patterns of location areas,
P1 and P2. Then each user could be assigned to either P1 or P2
depending, for example, on the parity of the user ID. In other
words, users with even ID numbers are required to register
once they cross location area boundaries as defined by P1,
whereas odd-numbered users register whenever they cross
location area boundaries defined by P2. More dynamic ways of
assigning users to a different set of location areas could be
determined when the user terminal is powered up and adjust-
ed in an attempt to balance the registration traffic across the
network. For example, a new user could be assigned to the set
of location areas that has the fewest users assigned to it at
that time. This procedure naturally leads to balancing of regis-
tration traffic across the available sets of location areas. It is
quite obvious that the total amount of registration traffic in
the given geographical region is not changed; however, it is no
longer confined to a small fraction of the BSRs, but can be
distributed in a fair and efficient manner throughout the net-
work. The actual registration procedures are the same as
those previously described and used in current wireless net-
works, except that the location area boundary and when the
registration procedure is invoked are different for each user
and can be dynamically adjusted.

Illustrative Calculations for Paging and
Registration Traffic
In this section we provide some simple calculations to evalu-
ate the paging traffic load Bpag and paging time Tpag required
to locate a particular mobile terminal under both the central-
ized and distributed paging procedures. Finally, we derive an
expression for the registration traffic Breg as a function of the
number of base stations and location areas in a given geo-
graphical region.

We assume for the sake of simplicity that the network con-
figuration is the one in Fig. 2 and that the paging area (i.e.,
the location area) covers K routers. Further assume that N
BSRs are attached to each router in a star topology. Let B1 be
the amount of bits in the paging message between the gateway
(or LR database) and the router, B2 the message size between
the router and each BSR, B3 the size of the page response
message between the BSR and a router, and B4 the message
size between the router and the gateway. Of course, we would

expect that B1 = B4 and that B2 = B3, but we do not make
this assumption here for added generality. Similarly, we
denote T1, T2, T3, and T4 the corresponding delays associated
with the different messages, and the times required to process
the paging and page response messages. Finally, Tp denotes
the time required for layer 2 paging over the air interface.

First we concentrate on the centralized paging procedure
and distinguish two possible paging scenarios. In the first sce-
nario all the BSRs associated with all the routers are paged
simultaneously. The corresponding time required to locate the
mobile within the location area is then given by

Tpag = T1 + T2 + Tp + T3 + T4.

Similarly, the total amount of paging traffic is determined to
be

Bpag = K[B1 + NB2] + B3 + B4.

In the second scenario the routers in the location area are
paged successively until the mobile is located. Once the pag-
ing message reaches a router, all the BSRs associated with
that router are paged simultaneously. Assuming that the
mobile is uniformly located throughout the location area and
no a priori information on the mobile’s location is available,
on average the procedure pages K/2 routers. Thus, the total
average paging time is given by

Similarly, the average total paging traffic is determined to be

We note that the average total paging traffic is reduced if
the routers are paged successively; however, the overall time
to locate the mobile is correspondingly increased. Of course,
both the paging traffic and the time required to locate the
mobile could be further reduced if additional information
(e.g., through a conditional probability density function, given
the previous known location of the mobile and/or the distance
traveled by the mobile) is available regarding the mobile’s
location. 

Next we provide the corresponding calculations for the
distributed paging procedure as described in this article.
Through the concept of BSRlast, the paging functionality is
effectively distributed among all the BSRs in the location
area. Indeed, it can be anticipated that different BSRs are
the last known BSRs for different mobiles at different times
during the operation of the network. The consequence is
that the paging traffic is more evenly distributed in the back-
haul network. The calculations below, however, show that
the total amount of traffic is not significantly reduced,
although it is differently distributed throughout the network.
For simplicity, we only consider the case when a single
router is in the given location area. Our results can naturally
be extended to the case of multiple routers in the same loca-
tion area. Assuming that the mobile is equally likely to be
located at any of the N BSRs in the location area, it is easily
shown that the average paging time required to locate the
mobile is given by

Similarly, the average paging traffic in the distributed paging
procedure is evaluated to be
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Next we turn our attention to the amount of registration
traffic generated by the registration procedure described
above. In these calculations, assuming that a mobile terminal
registers upon entering a new location area, we show that the
registration traffic is very unevenly distributed among the base
stations in the location area. For simplicity and ease of exposi-
tion, assume that the area covered by a base station is a
square region of perimeter LB and that the location area cov-
ers K routers, each connected to N base stations (thus, the
location area contains a total of KN base stations). Again, for
simplicity we assume that the location area also forms a
square region of perimeter LA, as illustrated in Fig. 5. It is
easily shown that the perimeter of the location area is then
given by

Further assume that the entire geographical region of interest
has M BSRs and therefore M/K distinct location areas.

Let ρ be the user density in the location area and V the
average user velocity. Assuming that the users’ direction
of mobility is uniformly chosen and using a fluid flow
mobility model, it can then be shown [11] that the rate of
mobiles crossing the boundary of the location area is
given by

Users are required to send registration messages whenever
they enter (or leave) a location area. Let BR be the size of the
registration message. Then the total registration traffic in the
geographical region of interest is determined as

Since users only register upon entering a new location area,
it is evident that only the base stations whose cells cover the
boundary of the location area handle registration traffic. In
particular, all the cells in the “interior” of the location area do
not share any burden of registration traffic, resulting in poten-
tial overloading of the boundary cells and uneven distribution
of the signaling traffic in the backhaul network. In particular,
out of the KN BSRs located in a given location area, only

of them handle any registration traffic. Thus, the load of the
registration procedures and associated signaling is very
unevenly distributed in the network.

Therefore, the average (per base station) registration traffic
handled by those base stations at the boundary of the location
area is

where the last approximation is valid if the number of BSRs
per location area, KN, is large with respect to 1. The other
BSRs in the center of the location area do not carry any regis-
tration traffic. In contrast, in the distributed registration pro-
cedure, assuming that the assignment of location areas to
mobiles is such that all BSRs share evenly in the registration
traffic, the average per-BSR registration traffic is the same for
all BSRs in the location area and is given by

Conclusions
In this article we have described novel distributed paging and
registration procedures for all-IP wireless networks. The main
advantages of the proposed procedures are that they allow the
paging functionality to be distributed throughout the network
and thereby eliminate the need for any central wireless-specif-
ic network elements. The overall complexity and required sig-
naling are about the same as in centralized procedures, but
traffic is more evenly distributed in the network. On the other
hand, the distributed registration procedure differs from the
centralized procedure in that different users have different
sets of location areas. Furthermore, the set of location areas
can be dynamically assigned to users upon registration with
the network.
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