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Abstract: Underwater vehicles that are equipped with an on-board camera can utilize the
captured frames to perceive the 3D structure of the ocean floor and thus perform safe underwater
self-navigation. The focal length, frame rate and exposure time, which determine the frame
capturing process, in association with the speed of the vehicle determine the capabilities
of the vision-based navigation system. In this work, we quantify the effect of the above
imaging parameters on the performance of the vision system, and the feasibility of vision-based
navigation is assessed for various parameter values. Results demonstrate that a 1200 × 1600
camera with a 5mm lens and 15f/s frame rate allows the dense reconstruction of the ocean
floor, thus enabling autonomous underwater navigation, provided there is enough processing
power on the vehicle to perform the necessary image processing in real time.

Keywords: underwater vision, 3D reconstruction of the ocean floor, autonomous underwater
navigation, focal length, frame rate, exposure time, motion blur.

1. INTRODUCTION

The safe underwater navigation of a multi-vehicle system
can be considerably facilitated by employing on-board
imaging and processing modules, which gradually sample
and reconstruct the 3D surface of the ocean floor [Yoerger
et al. (2007); Johnson-Roberson et al. (2010); Campos
et al. (2011); Singh et al. (2007)]. Underwater multi-
vehicle systems typically include both Remotely Oper-
ated Vehicles (ROVs) and Autonomous Underwater Ve-
hicles (AUVs) [Marques et al. (2007)]. The ROVs are
cube-shaped vehicles, whose motion is relatively slow and
whose movements are easy to control. On the contrary,
the AUVs are long and narrow, designed to move fast at
small altitudes from the ocean floor. In real-life underwa-
ter applications, the worst-case scenario for the forward
motion of an AUV would involve a vehicle speed of 2m/s
at altitudes as low as 0.5m.

This paper assesses the effectiveness and feasibility of
underwater vision-based navigation for various vehicle
speeds and imaging parameters. These parameters are the
focal length, frame rate and exposure time (shutter speed)
of the on-board camera.

The target application is the navigation of a real-world
underwater multi-vehicle system and imposes the following
system specifications. The maximum frame rate of the
camera that is mounted on the underwater vehicle is
15f/s, which is the frame rate that we have considered,
while the exposure time falls into the range of 1/10000
to 1/15s. Moreover, the image sensor of the camera has a
resolution of 1200×1600 pixels, with each pixel being 4.40
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µm wide. Finally, the maximum speed of the underwater
vehicle is 2m/s, which corresponds to fast-moving AUVs,
while its minimum distance from the ocean floor is 0.5m.

2. LIMITATIONS OF THE VISION SYSTEM

In this section, we briefly discuss the imaging parameters
and determine a strategy to perform effective underwater
surface reconstruction, given the restrictions of the avail-
able hardware. A more detailed quantitative evaluation of
the imaging parameters is presented in Section 3. To quan-
tify the effect of these parameters on the performance of
our vision system, the pin-hole camera model is employed.

2.1 The Pin-Hole Camera Model

Figure 1 shows schematically the pin-hole camera model
we may use for simplicity, to work out the limitations the
hardware imposes on the vision system. Let us assume that
the camera is mounted at the bottom of the underwater
vehicle, looking at the ocean floor. Let us say that this
places the camera distance H from the ocean floor and
that the focal length of the camera is F . If d is the linear
dimension of the field of view of the camera along the
direction of the motion of the vehicle, the corresponding
length on the image plane will be d′. From the similar
triangles in Fig. 1 we have:
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instead [The Imaging Source Europe GmbH (2006)], per-
haps in order to correct for the simplicity of the pin-hole
camera model. In any case, as d′ << d, there is a very
small difference between the two models.

2.2 Focal Length

Compared with zoom lenses, fixed focus lenses are cheaper,
lighter and smaller and, thus, very appropriate for low-cost
underwater vision systems. We have therefore decided to
employ a suitable fixed focus lens. The focal length of the
lens remains to be determined.

As a short focal length implies a wider field of view, and
as we want the successive frames to have as much an
overlap as possible, a desirable lens to use could be the
5mm lens [The Imaging Source Europe GmbH (2006)].
Assuming that we are using this, we have F = 0.005m,
H = 0.5m, and so d′ = d/99. Since a pixel on the image
plane has size 4.4µm = 4.4 × 10−6m, we can find the
physical length it corresponds to by setting d′ = 4.4 ×
10−6m. For the 5mm lens, this means that dpixel '
0.44mm on the sea floor. Given that the camera has 1600
pixels along the long direction of its field of view, the
physical length of its total field of view corresponds to
d = 1600 dpixel ' 0.7m.

2.3 Frame Rate

The frame rate of the camera r in f/s determines the rate
at which the scene of interest is sampled. The amount of
overlap between successive frames determines the extent
of the image region that can be reconstructed. A detailed
discussion and evaluation of the above is presented in
Section 3.

2.4 Exposure Time

Since the camera is mounted on a moving underwater
vehicle, and its shutter remains open for some fraction of
a second for each frame taken, significant motion blur may
be caused. Knowing the speed v in m/s of the vehicle and
the exposure time E in s of the camera, we can calculate
the distance x = v E in meters that the camera moved
having the shutter open. Dividing the distance x with
the pixel’s physical length size dpixel, we can calculate the
number M of pixels that were recorded one on top of the
other, causing the effect of motion blur:

M =
x

dpixel
+ 1. (3)

When the vehicle is not moving, i.e. x = 0, M = 1 pixel
will be recorded in each sensor cell. Therefore, no motion
blur will be caused. In the worst-case scenario, the vehicle
reaches its maximum speed of 2m/s, and the camera’s
exposure time equals the time between two successive
frames, i.e. 1/15s, since a 15f/s frame rate is considered.
In this case, the number of pixels of the scene that are
recorded on a single pixel of the image sensor is M ' 307.
This causes severe motion blur.

2.5 Targeting the Reconstruction of the Ocean Floor

The target application is the reconstruction of the ocean
floor using vision techniques, such as structure from

F

H

d

d

camera

image plane

sea bottom

direction
motion

Fig. 1. The pin-hole camera model.

motion [Vidal and Hartley (2008)] and photometric
stereo [Argyriou and Petrou (2009); Barsky and Petrou
(2003)]. The limitations that are discussed above suggest
us the following strategy.

It is virtually out of the question to perform Photometric
Stereo (PS) using a camera mounted on an AUV. This is
for two reasons.
(i) For PS the camera has to be surrounded by at least 3
lights [Argyriou and Petrou (2009)], approximately sym-
metrically placed around it. This would be impossible if
the camera were placed at the bottom of the vehicle, as
there is no triangular base-line there due to the shape of
the vehicle [Marques et al. (2007)]. It might be possible if
the camera were placed on the side of the vehicle, looking
sideways, because then we might be able to place three
lights as shown in Fig. 2. This positioning of lights is far
from ideal, but it might work. Placing the camera sideways
has the additional advantage that the vision system will be
able to co-operate with the sonar, which “sees” sideways
too. Having the camera hanging underneath the vehicle
and looking straight down at the ocean floor may not
allow the use of PS, but the methodology of structure from
motion may be used instead. In such a case, care should be
taken so the successive frames captured have a significant
part that overlaps, over which the structure from motion
technique may be applied. However, placing the camera
at the bottom of the AUV totally disassociates the sonar
sensor system from the vision system, as they will not only
look at different parts of the ocean floor, but the sonar
will be totally unreliable within the field of view of the
camera.(The sonar is not reliable for distances closer than
5m.)
(ii) The second limitation of using PS with the AUVs
is the motion blur, as discussed earlier. This will also
be a problem with the structure from motion approach.
However, as the AUV moves along a straight line with
constant speed, one may be able to correct for this effect.
An experimental analysis of that is presented in the next
section.

The ROV vehicles are more controllable in terms of speed,
and they also have the right shape for the placement of 4
lights around the camera, as shown in Fig. 3. To enable
PS, the lights need to be synchronised with the camera,
so that 4 successive frames are captured while the lights
are switched on in turn. During a single frame capturing
period, the ROV vehicle ideally remains stationary.

In summary, we propose the following scheme.
1. Use a camera mounted at the bottom of the AUV, mo-
tion deblurring and structure from motion to reconstruct



direction of motion

cameralight

Fig. 2. A possible sideways mounting of the PS vision system on an
AUV.
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Fig. 3. Frontal view of an ROV with a PS system mounted on it.

parts of the ocean floor. How densely these parts will cover
the ocean floor is a matter of how well one frame will
overlap with the next. An experimental analysis for that
is presented in a following section. In this approach the
vision system and the sonar will be totally independent.
2. Use PS for the ROV vehicles, where sonar and vision
systems may co-operate.

3. EVALUATION

The imaging parameters and the vehicle speed affect the
intra-frame motion blur on each one of the captured frames
and the inter-frame overlap between successive frames.
As a result, the values of these parameters determine
the accuracy of surface reconstruction. In this section, we
assess the levels of motion blur and frame overlap, for a
set of imaging and motion parameters that is of interest
for our target application.

3.1 Modeling the Motion Blur

If the vehicle speed v, the exposure time E and the physical
length of the camera pixel dpixel are known, equation (3)
renders the number of pixels M that are recorded one on
top of the other due to motion blur.

Let us consider, for the exposure time, a minimum of
1/10000s and a maximum of 1/15s, since the maximum
frame rate of the camera is 15f/s. Assuming that a
5mm lens is used, Fig. 4 demonstrates the number of
pixels M for different exposure times and vehicle speeds.
For E = 1/10000s, it is M = 1, and thus there is
no motion blur. Such an E value may be too low for
the subsea environment, as the incoming light may be
insufficient for rendering valid pixel values, thus resulting
in underexposed images. For E = 1/15s, M = 78 to
M = 307 pixels of the real-world scene will be recorded
by one camera pixel, depending on the vehicle’s speed,
resulting in significant motion blur.

Assuming that the degradation is linear and that we know
M , the Point Spread Function (PSF) of the effect of
motion blur can be worked out analytically [Petrou and
Petrou (2010)]. Furthermore, a restored version of the
original image can be estimated using inverse filtering
methods. Figure 5 shows the modeled blurred versions
of the original underwater image for different exposure
times of the camera. The values of the Mean Square Error
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Fig. 4. The number of pixels M that are recorded one on top of the
other due to motion blur, with respect to the exposure time E
of the camera in seconds, for the indicated vehicle speeds.
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Fig. 5. Motion blurred images for the indicated exposure times,
when the vehicle is moving with its maximum speed (2m/s).
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Fig. 6. The restored versions of the degraded blurred images, using
Wiener filtering. Image size: 1200× 1600.

(MSE) between the original and the blurred images are
given in the captions of Fig. 5. The image of Fig. 5a shows
in fact the original image, as there is no motion blur for
M = 1. The case of the worst case scenario, in terms of
motion blur, is taken where the vehicle moves with its
maximum speed of 2m/s. The motion is considered to



(a) The projection of the scene that is gradually captured.
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(b) Frames and overlapping region for N = 2 and T = 1600
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Fig. 7. Visualizing the overlapping region for various N as the
vehicle moves forward from left to right.

be in the x direction only. Figure 6 shows the respective
restored images, after using a Wiener filter with Γ = 0.03
for restoration [Petrou and Petrou (2010)].

3.2 Visualizing the Overlapping Region

As mentioned in Section 2.5, the 3D reconstruction of the
ocean floor is to be done using either structure from motion
or PS vision techniques. At each reconstruction phase,
successive frames share an overlapping region, which cor-
responds to the part of the ocean floor that can be re-
constructed at this phase. If the overlapping regions that
are associated with subsequent reconstruction phases also
correspond to adjacent parts of the scene, then, due to the
assumed motion linearity, placing the 3D reconstructed
parts one after the other gives the continuous 3D surface.

Let R and C denote the number of rows and columns of
pixels of the image sensor. In our analysis, it is R = 1200
and C = 1600. Let N denote the number of successive
frames that participate in a single reconstruction phase,
and let T denote the per frame translation on the image
plane in pixels. If T is exactly equal to TN = C/N ,
a perfect match of adjacent surface parts is rendered.
Therefore, TN is the optimal value of T forN input images,
as it enables reconstructing the continuous surface with
minimal computational cost and allows the AUV to move
as much as possible, thus minimizing delays.

When T < C/N , the overlapping regions of subsequent
reconstruction phases contain common parts, which are
then included only once in the final 3D model of the ocean
floor. When T > TN , not all parts of the 3D surface are
reconstructed, as successive reconstructed parts are not
connected to each another. This is due to the existence
of in-between parts, which are not included in any over-
lapping region. Thus, if the objective is to construct a
dense 3D map of the ocean floor, i.e. a continuous 3D
surface without any gaps, then the value of T cannot be
larger than TN . As it will be explained in the following
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Fig. 8. Focal length F dictated by TN for N ∈ [2, 5], at frame rate
15f/s, for various vehicle speeds and altitudes.



section, since our aim is to choose a fixed focus lens, it is
impossible to keep the value of T fixed at TN . Thus, the
appropriate focal length should give T ≤ TN for the entire
range of system parameters, thus enabling the contiguous
reconstruction of the ocean floor.

To demonstrate the combined effect of T and N on the
extent of the overlapping region, Fig. 7 visualizes the
capturing of a set of N images, for various values of N .
The AUV is assumed to have a constant speed and heading
from left to right, along the imaged continuous scene of
Fig. 7a. The orientation of the camera is assumed to be
such that the longer dimension of its image sensor is along
the motion direction. This orientation is preferable, as it
allows larger values of T . In Figures 7b, 7c, 7d and 7e, N
is equal to 2, 3, 4 and 5, respectively, and T = TN . For
each N , the scene region that is captured at each frame
period is identified, along with the overlapping region. The
overlapping region is in fact the part of Frame 1 that is
also included in the N − 1 subsequent frames.

3.3 Determining the Focal Length

In Fig. 8, equation (2) is employed to calculate F for
vehicle speeds within the range of 0.5 and 2m/s and
altitudes within the range of 0.5m and 5m. Altitudes
beyond 5m are not within our range of interest, as the
large volume of water between the camera and the scene
would result in images of insufficient quality.

In Fig. 9, a selected set of vehicle speeds and altitudes is
considered, and the F values that are dictated by TN for
N ∈ [2, 5] are given. The worst-case scenario corresponds
to v = 2m/s and H = 0.5m, which is shown in Fig. 9b.
In order to achieve T ≤ TN , an increased angle of view
is required. As F increases, the angle of view decreases
according to the pin-hole camera model of Fig. 1. For
the given set of motion parameters, F cannot be larger
than the value shown in Fig. 9. Thus, when N = 5, the
5mm lens suggested by the camera manufacturer [The
Imaging Source Europe GmbH (2006)] is required. To
safely use the 8mm lens instead, N should always be 3
or less (Fig. 9b). If structure from motion is employed,
an N value of 3 is typically effective [Vidal and Hartley
(2008)]. However, it should be noted that using an 8mm
instead of a 5mm lens would decrease the size of the
field of view from 0.7m (Section 2) to 0.43m. Therefore,
between the lenses that are suggested by the camera
manufacturer [The Imaging Source Europe GmbH (2006)],
we can choose either the 5mm or the 8mm model, with the
former option rendering a larger field of view and allowing
larger N values, thus increasing the flexibility as far as the
algorithmic options are concerned.

3.4 The Effect of the Frame Rate

Apart from the focal length of the lens, the frame rate
of the camera also significantly affects the value of the
per frame translation T . As a reference, Fig. 10 presents
the T values derived for the indicated frame rates, for
various vehicle speeds, altitudes and for the suggested
focal length of 5mm. Frame rates up to r = 35f/s have
been considered. However, for the given camera, the frame
rate cannot exceed r = 15f/s, and thus, for our system,
Fig. 10b gives the best possible performance.

At a given point of the 3D graphs of Fig. 10, contiguous
3D reconstruction is feasible if at that point T ≤ TN .
Therefore, after determining the number of input frames
N , and thus the value of TN , the graphs of Fig. 10 can be
used as a reference to assess the feasibility of contiguous
reconstruction for the given frame rate.

4. CONCLUSIONS

In this paper, the feasibility of subsea surface reconstruc-
tion is evaluated, with respect to the vehicle speed and the
three critical imaging parameters, namely the focal length
of the lens, the frame rate of the camera and the exposure
time.

To enable contiguous vision-based 3D reconstruction of the
ocean floor, the per frame translation in pixels T should
not exceed the TN = C/N value that corresponds to the
given number of reconstruction inputs. As demonstrated
in Figures 8 and 9, for a frame rate of 15f/s, a focal length
of 5mm enables contiguous reconstruction for N ≤ 5, at a
2m/s speed and at altitude as low as 0.5m/s. If a faster
camera is employed, the higher frame rate redetermines
the parameter space, as demonstrated in Fig. 10.

Finally, the exposure time of the camera should be equal
to its minimum value that allows sufficient light to reach
the CCD sensor so as to render valid pixel intensities. This
would be the optimal point of the motion blur and light
integration trade-off. This point will be experimentally de-
termined based on real underwater images that correspond
to various exposure times.
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Fig. 9. Focal length F for N ∈ [2, 5], at frame rate 15f/s, for selected vehicle speeds and altitudes (as indicated).
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Fig. 10. Per frame translation T at the indicated frame rates, for various vehicle speeds and altitudes, when F = 5mm.


