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Abstract—This paper introduces the novel research area of Qol is characterized by a number of quality attributes, such

the multi-task-oriented, quality-of-information (Qol)- aware op- as accuracy, latency, and spatiotemporal relevancy [4].
erations and management of wireless sensor networks (WSNSs) An increasing body of research in the O&M area uses

Primarily, this includes an investigation of new task admision twork_utilit lvsis techni that aim t hi d
and resource utilization mechanisms for controlling the irdividual network utility analysis techniques that aim 1o achieve de-

Qol provided to new and existing tasks using real-time feedack- ~ Sirable network operation by fine tuning both statically and
based monitoring mechanisms. The paper describes the follong ~ dynamically configurable WSN parameters (e.g., traffictrou
key design elements in support of the above: (a) theQol ing paths, transmission power, etc.), to maximize a netisork
satisfaction index of a task, which quantifies the degree to which utility [5], [6]. Such approaches are anchored onaapriori

the required Qol is satisfied by the WSN; (b) theQol network - .
capacity, which expresses the ability of the WSN to host a new knowledge (in the form of a analytically tractable, closedf

task with specific Qol requirements without sacrificing the Qol of ~ €Xpressions) of the benefits provided by the WSN as a function
other existing tasks, and (c) an adaptive and negotiationdsed of the managed resources. This, however, is not an adequate
admission control mechanism that reconfigures and optimizZe approach for establishing desirable Qol for WSN tasks. De-
the usage of network resources in order to best accommodatdl a scribing information-related, as opposed to networktegla

tasks’ Qol requirements. Finally, extensive results are pesented tasks i | d f X t v chall . iall
for assessing the performance of the proposed solution forhe @SKS IN @ CIOSEd Torm IS exiremely challenging, especially

case of an intruder detection app“cation scenario. when multlple dynamiC tasks with different QOI requiremnt
are serviced by the WSN simultaneously at runtime.
I. INTRODUCTION We address the aforementioned challenges by proposing

Continuing advances in sensor-related technologiegjdacl & Qol-aware O&M framework for WSNs, a novel research
ing those in pervasive computing and communication domaiféth in its own right. Our general approach is to separate
are opening opportunities for the deployment and operationth® process of calculating the Qol performance of the net-
smart autonomouswireless sensor networks (WSNs) [1]. AWOTk at large from that of calculating utility resulting fro
significant portion of research in this area of W8Neration allocating network resources to individual tasks. Firsge w
and managemerO&M), focuses primarily on the “internal” conductruntlmelea_rmng of the Qol bgneflt provided by the
aspects of WSNs such as energy-efficiency, coverage, gouthySN to the tasks it supports by monitoring the level of Qol
topologies for efficient data dissemination, and so on [He T §at|sfa9t|0n (or, th€ol satisfaction mo!exof a task) they attain
complementary area that considers the “external” relatigps N refation to the Qol they request. This relaxes the reaquinet
that WSNs have with the information needs of the sensifg’ the a priori knowledge pf utility func'uc_ms and facilitates
tasks (or simplytasky they support have experienced Sigmﬁlhg dynamic accommodation qf tasks with heterogenous re-
cantly less exposure. The novel study of WSN O&M for thguirements. Second, by proposing the concegof network
efficient and effective support of thguality of information Capacity the ability of a WSN to host a new task (with specific
(Qol) needs of tasks are central of our broader researcls gdaP! requirements) is expressed without sacrificing the Qol o
and this paper in particular. existing tasks. Third, an adaptive, negotiation-basedsgion

Broadly speaking, Qol relates to the ability to judge igontrol mechanism is proposed to dynamically configures the
available information isfit-for-use for a particular purpose USage of network resources to best accommodate all tasks

[2], [3]. Qol has been sparsely studied in sensor networkg®! requirements. Finally, an evaluation of the WSN Qol

however, for the purposes of this paper, we will assume tHegrformance at runtime in a dynamic multi-task environment
is presented.

This research was sponsored by US Army Research laboratutytte The rest of the paper is organized as follows. In Sec-

UK Ministry of Defence and was accomplished under Agreenéatber tjgn I, we highlight related research activities. Sectibh
W911NF-06-3-0001. The views and conclusions containedis document

are those of the authors and should not be interpreted aesmsing the and Section IV (_':'Stab“Sh a _formal model and the flow _Of
official policies, either expressed or implied, of the US ArrResearch our system. Section V describes the framework’s key design

Laboratory, the U.S. Government, the UK Ministry of Defenee the UK — glements. Experimental results and discussions are pegsen
Government. The US and UK Governments are authorized t@depe and

distribute reprints for Government purposes notwithsitagndany copyright In Se.Ct_'on VI. Finally, Section VII concludes the paper by
notation hereon. describing plans for future research.



1. RELATED WORK in general stochastic in nature and their details will becHijmel

To the best of our knowledge, the proposed Qol-awaf Needed later on. o -
O&M framework represents the first such WSN application Taskj € J requires the monitoring of specific feature(s)
management solution of its kind. However, there is relatéd intérest such as temperature, event occurrence or éocati
work that has motivated our current research path. Despited$nsity of a hazardous chemical, and so on. Each feature is
endeavors for defining Qol [2], [3], it was not until recent|yass,00|ated with one or more Qol at_trlbutes, such as accuracy
that work in [7] proposed a conceptual framework to enabfnd latency of the received |nform§\tlon,_ whose des_wede&alu
the dynamic binding of sensor information producers arff® declared_by the tasks upon the|r_arr|val for service. g¢é u
consumers in a Qol-aware manner. The framework expresS# superscript to denote a Qol attribute valuequired (and
information requirements and capabilities according te tifleclared) by a task andfor that valueattainedby the WSN,
5WH principle and enables information producers to categ8:9-»«; andag will denote the probability of detection of an
rize the quality attributes of their information in an apalion- €vent. Finally, tasks belong to one bf priority classes with
agnostic manner while permitting information consumers f§gher priority ones experiencing more preferential weait
calculate Qol in application-specific way. Such principlednd higher guarantees for receiving satisfactory Qol &vel
largely enable the development of a framework such as oufd1® SetJ. C J represents all the tasks of priority, u =

The network utility maximization (NUM) framework has!:2;---,U. Tasks, upon arrival, inform the sink node of their
been recently extended to consider a unique aspect of WSHormation needs in terms of (multiple) Qol requiremeatsd
shared consumption of a single sensor data source by neultif]€y Participate in an admission control process with thé si
tasks with different utility functions [5]. This is furthead- In order to be serviced by the WSN. The admission control
dressed in [6], where NUM is used for jointly adapting sourd&ay inyolve a negotiation phase and a resource reallocf’;\ti_on
data rates and node transmission powers in a multicasti-muhase if necessary to accommodate the Qol needs of existing
hop wireless environment. Our proposed framework harbdtad _newly arriving tasks (and these will be detailed later in
a more flexible negotiation process bridging between task€ction IV).
Qol requirements and network status and we also propose the IV. FLOW OF THE PROPOSEDAPPROACH
novel concept ofQol network capacity

Other work has focused on modeling the state of the n%—Th'S section descnbes_the overall flow of the proposed
) . . i &M framework, and details of the key concepts of the frame-
work with respect to supporting quality-related admirgttre

decisions. This includes characterizing information ldge to work are presented in next Section. The Qol levels attained a

network delays and buffer overflows to make task admssm%e r_esult of multiple operations spanning seyeral layies, (
- o . hysical, MAC, network, information processing) whererthe

decisions [8] and monitoring resource allocations and the” ™ "' | . . .
0 “one” way to form an optimal interrelation. Hence, we

; - i
status of sensed phenomena to determine available Qol ? to adopt a “black box” view for the WSN encompassing

and sustain required QoS [10]. Sensor network managem ; .
d QoS [10] 9MEE sensors and associated network resources, reflecting a

issues were studied in [11], [12], where in [11] information .

) . niversal framework for solving the problem. These sensors
quality (completeness and accuracy) is supported by a dy- . . o

. ; : 7.~ nclude data sources, relays, and sinks, which are invdlved
namic Bayesian network model based constraint optimigatio

problem which takes into account all the levels of inforroati collecting and reporting sensor measurements. Finitairese

. ) ) .. are shared by multiple tasks within the black box that inejud
processing, including measurement and data aggregatin an

delivery with predefined network utility. Similarly, [12Qfther Ut are not limited to, time, buffers, bandwidth, energy, et

X . . The 1/0O behavior of the black box is not known ex-
compared the solution with Bayesian network model. . . . ;
. : : actly but estimated at runtime. Without loss of generality,
In closing we also mention here work on WSN middlewar

designs [13], [14], [15] to support some notion of infornoati %t this 1/O behavior be represented by the mappjf(g),

. M 1 H
quality; the latter work has particularly inspired aspette where f : RY — R (z(t) — y(?) : \éVe consider
also note that early thoughts behind the research presenttvé types of input variablesy(t) = @ ()2 (t))' where

t) = (21(t),z3(t),... 2}, (t)) denotesM; system-

in this paper were reported in [16], but without the teChhiC%evel parameters, like the number of running tasks, and

depth and numerical results included here. (1) = (22(t).23(1),. .., 4%, (1) denotesM; task Qol
I1l. SYSTEM MODEL requirements, like accuracy and latendy, = M; + Mos.

This section presents a formal model for describing od€ outputy(t) reflects the overall system utilization, de-
system. We consider a WSN comprising a set of sensor nodedted as Qol satisfaction index, see Section V-A for more
S = {si;i = 1,2,...,N} and a sink node (of sufficient detail. We characterize the potential admission of a new
processing and energy capabilities). Tasks arrive at tthW@‘Sk1 as an |n1put Cha”gﬁl(t) =, (Az'(t), Az?(t)) =
and request service (i.e., retrieve sensed informatiotago (Az1(t), ..., Azjy, (t), Azi(t), ..., Az}, (t)) into the black
some period of time;, where 7 represents the set of taskd?0X, which will result in change of output to:
currently serv!ced by the WSN and sensorsSp C S be () = fla(t) + Az(t)). (1)
servicing taskj; sensors may potentially serve multiple tasks
simultaneously. The arrival and service duration procease  1The underlined notation signifies a vector quantity.



Let R(t) = (Rl(t),RQ(t),...,RP(t))T € RP denote It follows immediately from the definition of satisfactiondex

a P-dimensional column vector describing the instantaneotisat:

remaining network resources (e.g., energy, bandwidtifebuf Lemma 5.1:For any taskj € .7, its (multiple) Qol require-
size, etc.), an(g(t) = (531.’*(75),5]2.’*(75), .. ,gf’*(t))T € R” ments are simultaneously satisfied if and only;ifc [0, 1).
denote the corresponding optimal resource occupancy ¢f eacLikewise, we can define the instantaneous Qol satisfaction

task j,Vj € J, after the resource allocation. Then, columindex I(¢) as the minimum of indexeminy;cs I; of tasks

vectorn(t) = (771 (t),n%(t), ... 777P(t))T € R” represents the in service at timet. Note that the Qol satisfaction index not

total resource occupancy for all running tasks at timee., only represents the sensing quality at a selected grouptaf da
n(t) = vjes £ (). sourcesS;, but also reflects the communications quality of
n €T S

The mappingf(-) is obtained by monitoring the Qol deliv- Mmulti-hop WSNs f_or the reporting route, _when th_e data _is
ered to tasks serviced by the WSN at runtime so that whene{@¢asured at the sink side. In other words, information sensi
there is a task admission or completion, the current netwd?k Multiple data sources and information reporting through
statusz(¢) (M input variables) is updated along with thdnulti-hop WSNs both contribute to the satisfactory attdine
corresponding single outpyt(t). When the new task arrives Q0! level.
for network admission, it expresses its Qol requiremente¢o
WSN, which will result in an input chang&z(t), if admitted.
Then, the mapping(-) is derived by smoothly interpolating Before admitting a new task for service, we would like
across the attained, completed tasks’ Qol satisfactiosl le¥0 identify the potentially limiting resources and estimaite
delivered thus far by the network. The mappifigy) is used Mmaximum “capacityC(t) = (C1(t),Ca(t),...,Cp(t))" € RF
to estimate theQol network capacity(see Section V-B), @ WSN can support at any given timeThus, we define:
which is used to decide whether to admit the new task byQol network capacity indicates the time-varying capa-
comparing with the Qol network capacity element-by-elemerility a WSN can provide to any task with satisfactory
If there is enough network resources to support, optim@ol requirements, such that; < [0,1),V; € J. Qol
resource allocation then runs to seek for optimal resourgetwork capacityC(t) is a multi-dimensional column vector
occupancy among all tasks, agd(t),Vj € J, is obtained. with network defined dimensio# such that each element
Otherwise, a negotiation process is called such that egistiCo(t) € C(t),¥p = 1,2,..., P, can represent any one of the
tasks’ Qol requirements are adapted to release some resoufellowing parameters (not exclusively though): the netkor
for the new task, see Section V-C. When task completegide maximum cardinality of the task sgt, maximum queue
the resource allocation function is called again to rerojzte  length for each node, maximum probability of detection,
the distribution of limited network resources so that emgst Smallest information gathering delay, etc.

B. Qol Network Capacity

running tasks’ Qol will be improved. With reference to our black box view of WSN, we set its
outputy(t) £ I(t) = f(z(t)). Assuming f(-) is (at least)
V. KEY DESIGNELEMENTS doubly differentiable, we write:
In this section, we will elaborate on the three key design M
elements of our proposal: (a) Qol satisfaction index, (b) j = f(£+A£) %f(£)+ZfQAIi
Qol network capacity, and (c) a negotiation-based admissio =

control process. | M M
isfacti 5 v Ax? Ve AziAxy), (4
A. Qol Satisfaction Index Jr2 (; Ja, A7 + ;;‘fmﬂ v IJ)’ ()
As its name implies, this index is used to describe the leve ) ) o
of Qol satisfaction the tasks received from the WSN. It i\§/‘12ere t2he t/|/me |nde>2t is implied andf; = 9f/0w;, fi, =
applicable to each task and Qol attributez and is defined Of°/0x7, fu,0, = OF°/0x;0;.

Given more stringent Qol requirements for the input vari-

as:
“ ables, a lower Qol satisfaction index is expected. At theesam
I A tanh(k In 2_1)7 Vj e J, (2) time, Lemma 5.1 indicates that the shape of curve will reach a
Zj lowest satisfaction level when Qol satisfaction indé® = 0,

at which level the Qol network capacity is also defined. This
lowest point is estimated based on the curve f¢) derived
along each dimension of the mapping, see Fig. 1(b) and (c).
The procedure is tgroject a “large” task with stringent
enough Qol requirement into the network, so that it pushes
the system to the capacity bound: the minimum supportable

| satisfaction inde(¢) = 0.

To illustrate this, consider a use case where event detectio
tasks ask service from the WSN declaring a required detectio
I; =min(I?) € (-1,1),Vj € J. (3) probabilitya},Vj € J. In this case, the Qol network capacity

wherez, which represents elements of th&(t) vector, could
be the probability of detection of an event, ahdlenotes a
scaling factor. The selection of the functidng-) andtanh(-)

is rather arbitrary but result in the intuitively appealiagd
desirable behavior for satisfaction as shown in Fig. 1(apeA
task Qol satisfaction indel can be defined by combining the
per Qol attribute indexes above. In this paper, we opt to u
the minimum of these indexes, i.e.,
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Fig. 1. (a) The illustrative example for the definition of Qsatisfaction index. It is desirable to hayﬁ > z;" since it is assumed that the Qol attribute
values are such that the bigger the better. (b) An exampldefshape of curve produced by mappifigo show how to obtain Qol network capacity
amax(t). (€) Real-time statistics for Qol network capacity estiiomt

reduces to a scalar representing the maximum probability feify. 1(b) illustrates how this methodology is used, and Fig.
detection the WSN can provide to its taskst) = amax(t). 1(c) depicts real-time measurement (from a system simula-
We assume that a new task arrives at 0 when the WSN's tion) of Qol satisfaction indexes collected and interpadiato
state was:z(0) = (z'(0),z%(0)) = (n(0),x(0)) € R?, estimate the current shape of tffié) curve.
where n(0) denotes the number of existing tasks as the o o )
system parameter, and0) denotes the worst-case guaranteed- Negotiation-based Admission Control for Sensing Tasks
detection probability as the Qol parameter. Then our black b Following the estimation of the Qol network capacity,
is represented by mapping, suppose a new task with priority «; and Qol requirements
A B {z7,}, arrives at the sink for the admission decision at time

y(0) £1(0) = £ (1(0), a(0)). ©) the 2's scan the elements of vecto?(t) in Fig. 1(b). Before
as shown in Fig 1(b). The admission of a very “demandingissigning the task to any sensor(s), an admission control
(with regard to requested Qol levels) new task at time 0 decision is made according to the following conditions,
forces the network to reach its capacity, where an inputgban

. Admit, if true,
Az(0) = (An(0),Aa(0)) = (1, amax(0) — (0)) results a C(t) = {Zj,}{ Negotiate. ofherwise
change of output to,
- where the notatioir denotes the element-by-element compar-
y(O) = f(nmax(o)a Qmax (0)) =0. (6) - y p

ison. Typically, an admission control scheme will outritpiain
For brevity we show the time index only when necessary; atlte new task if some threshold condition was violated. How-
therefore, we rewrite (4) as, ever, we assume that negotiation is possible between &#,tas
An2 Aa? new and old, and the admission control functionality, inrekea
I+ Anf,’ﬁAafg—kTf,’{—i—ng—i—AnAaf,’{a =0, (7) of an acceptable (to the tasks) and attainable (by the nijwor
compromise regarding the Qol satisfaction index delivered
Resource management in this case includes scheduling, rate
and power control allocation, sensor selection, integnatf
’ data compression, etc. Note that the implementation of the
) o (8) negotiation operation is a choice left to the designer tkatgh
where all partial derivatives are computed at current syste, particular sensor-enabled system.
statex = (n,a) at timet = 0. It is not difficult to observe  ynder the guidance of the resource optimization, ongo-
that (8) is a quadratic function with only decision variablg,y tasks may internally reconfigure and reallocate network
amax- Therefore, we derive its closed-form expression as: (asource usages among themselves, so that the optimized
Z / 2 network status will give the best achievable Qol for the
na +fa — \/( no o) — 25 (2fn + fi - 21).new task. Nevertheless, sometimes the network might be
I overloaded operating near the capacity bound, i.e., hawkeee
_ _ ©) network resources are optimized and reconfigured, thenedjui
Furthermore, if the shape of curyels smooth enough around gy, il not be satisfied. Hence, the negotiation process is
current systgm operating ,m’ﬂt: (”"?‘) SO that the second employed, i.e., the new task may gradually adapt its Qol
order derivatives are negligible, we simplify (9) as: level in order to meet network capabilities, or existingk&gs
I+ 1) (10) with lower priority levels may tune their Qol requirements
fLo and release resources for the new higher priority one. The

or,
(Qtmax — 04)2 " ]

1
Fo At (Qmax = ) (fo + fria) + 5 fa + 5 o

Qmax = 00—

Omax — O —



negotiation may iterate if necessary until a satisfactexmels sensing B
of Qol delivered to all the tasks is reached or the new task is 1o} coverage @ @
blocked from admission. ol sk ]
Mathematically, during the negotiation phase, the follogvi ol @ \ |
optimization is pursued: Q
2(1) 120—@ A ]
* zex“(t
{éj (t)}ngj = argmax.f ({Z; Vg <ugr ’éj (t)‘VjGJ) (11) é 100 \" 1
W 0 .— |
biect t 20> 2N Vi€ T,z € a?(t) 0| B lsensng
subject to: A
‘ 0(t) £ Lyjes &) SR, o |
recall thatwu; denotes the priority of the new task. The 20¢ © ® e ]
objective functionFairness.F is chosen as the optimization o @ e
target since service degradation and adaptation for lower Meters

priority tasks may violate the Qol requirements of ongoingg. 2. Simulation scenario for intruder detection appiia Two existing

tasks. The arguments to this optimization problem are adaiptruder detection tasks are running in the network (markedhe blue and
) ) ) reen regions), while a new task (marked as red region)esrfior admission.
able multiple Qol requirementz; Var <., Of those tasks Several sensors are selected per task as data sourcesr @ensutes two
. L 3 <Uj
with lower priority classes, and resource occupancy vec

t@?ks simultaneously by adjusting antenna beams).
5_(t)\v. . Note that the optimization is further constrained
2j JeT . . . .
by the need to respect the Qol satisfaction for the tasks '6f € S;, where; = 0.12, 3, = 0.8 are scaling parameters,
different priority groups and resource constraints underent d% = 28m, d} = 58m, andr;; denotes the sensor-to-target
network status. A specific example of the objective functiorlistance. Note in this use case the optimal resource occypan
F for the negotiation will be used in the numerical examplgector¢: (¢) is reduced to a scalar. The Qol satisfaction index
later on. I; is given by:

VI. NUMERICAL RESULTS *(t) x miny;es; pfj

I, — tanh (k In 2 - ) VieJ, (13)
ol
J

A. The Scenario

We access the proposed scheme under an intruder def{fgzare attained
tion user scenario [17], where multiple detection tasks/arr _ .
dynamically into a WSN with different Qol constraints (se%{c
Fig. 2). Detection probabilitya’ for task j is the only

probability of detection is computedngs=
(t) miny;es, pfj, where we assume that the probability
detection it experiences is given by the smallest of all

hat i idered in th lt-di ional probabilities of detection attained by any of the the semsor
parameter that is considered in the multi-dimensional QQl,; service the taskn(inyics, p;ﬁ-)- Furthermore, we assume

requirements, and 30 sensors are deployed randomly ifng; ihe ol level received by task o?, increases linearly
2-D square200 x 200 meters. Suppose that a total energyiin the corres J

. o _ ponding power’ (t).

amountF is equally distributed among all sensors. Tasks arrive 2) Lower Bound Qol Para%eterlnterestingly under the
according 0 Eoissfon process with ratend last fpr a random considered intruder detection use case, the ma>'<imum ahiev
exponential time |.ntervalj with average QUrat|qd/u. Al detection probability is bounded to 1, while the requiretéde
tasks are categorized randomly into a high priority task Sfdn probability is pre-specified by different tasks. THere,

‘h7_1 ;nd_ a_tIO\{[v p;o::ty task seﬂi, OJ J IZ iU Jo. V':/htllr;t the selection ofk parameter should enforce the highest Qol
'gh prionity tasks have guarantee Qo requirements Qatisfaction index is achieved, i.d3** = 1. In other words,
not negotiable, the Qol requirements of low priority tasks a . ) T _
adaptable between least-satisfactory and most-satisfe@ol ;= tanh (kf In @) ~ 1,vj € 71U J2, from which we
Ievels,a;’l and a;’h, respectively. Sensors are equipped witgould derive the lower bounds &f parameters for high and
smart antenna arrays such that at any given time one serl® priority tasks as:
could form multiple beams to service concurrent tasks aad th . h
{ kp > tanh™ " (~ 1)1naj’ Vi€ T,

strength of the beam is controlled by power allocated to each
ki > tanh ™' (~ 1) o', Vj € Js.

sensor (as sensor 8 shown in Fig. 2).
1) Detection Model: We employ a simple detection

(14)

model [18] using physical properties of the sensors, wHeee tFortasks with different Qol requirements, the lower bounds

. . erh L
detection probability¢; for taskj from sensori is achieved Fn. ki will change accordingly, e.g., ;™ = 0.8 anda;” =

assuming using normalized full power level(t) =1, i.e., 0.5, we are able to compute Qol parametgr > 17,k >
5.5, which enforce that when optimal detection is achieved,
1, if ri; <di, maximum Qol satisfaction indebg.nax ~ 1 is received.
pfj = e_Bl(Tij_drl,)ﬂ27 it df <rij <d?, (12) 3) Optimal Power Allocation:It is performed among all

0, elseifr;; > d? > dj, existing and new tasks such that all tasks’ Qol requirements



are successfully guaranteed and certain network obje@ige level of Qol satisfactions, but still maintaining the minim

fairness) is achieved. We have: required levels for them. Meanwhile, when completed tasks
X A . are removed, pre-allocated network resources are reldégsed
1 (D} yjeq = ars max min I (19 the resource optimizer so that the Qol levels of ongoingstask
are improved. However, our framework shows its capability
subiect '[0'{ af > aj,VjeJ, to always optimize the resource utilization (power in thig u
J ' > vioni Vil < Gi(1),Vi € Sj, case) in a way to maximize the Qol satisfaction whenever

where the design objective is chosen to balance the QEQFre Is an opportunity. Meanwhile, when there is a sudden

) S . . : ) urge task arrival during a short period of time or the tasks
satlsfactlop indexes achieved by all tasksis dgfmed n (1.3) require very stringent Qol requirements (as shown from time
as a function of resource occqpang;(t)..'!'he first constraint 2500mins to 3000mins), some tasks would experience Qol
\r/\(/arﬁ)ilrgiﬁgtzetchoen dQcooln:?rgisrf]?(;gorescgrﬂglttfg eangfngrein;a:%llures as their Qol satisfaction levels cannot be satisfie

- P . 9y 'in_any meaningful anyway; but nevertheless there are still
i(t) denotes the remaining energy constraint for each SeN3iitions of tasks successfully maintain the minimum level
Assuming equal power is allocated for every sensor source.p(% y '

. . . . o i.e.,1; > 0, to utilize the limited network resourée
a particular task, the decision variable for this optimimat .
. . On the other hand, when we increase Qol parameigrk;
problem is a set of power levelsy; () }vjes-

4) Negotiation ProcessWhen the network does not havq‘za r\f)g(g\t,f:m/ﬁ mglzgmrge;?;ntgs dlggé(t:)i\c/)?]d Sg;bsiﬁg:aglon
enough network resources (energy in this user scenarie) s ) <vstem ease the resource com etitior? amon tagks and
porting the new task, existing lower priority tasks have t y P 9

adapt/degrade their Qol levels to release resources fareve increase their satisfaction level (due to higher estimaed

task. The optimization objective for this process is to miizie network capacity).

the maximum percentage of Qol loss among all existing tasks . . .
negotiated, as: . Optimal Network Design Analysis

. , Given the proposed Qol-aware framework, we would like to
{ (t)}wej = arg maX]:(o‘joGsz%' (t)|vﬂ'€7) explore the system limits under the conditions of conséain
N ) ”I‘j —1; network resources and varying Qol requirements for differe
= argmmvg?}g T (16) tasks, aiming at higher Qol network capacity, longer system
J lifetime, and increased admission rate, while satisfyihg t
ho required Qol of admitted tasks. Particularly, for the cdesed
_ of > oy, Vi e T, intruder detection use case, WSN lifetiriig,. is defined in
subject to: a? > o Vi € I, a Qol-friendly fashion, as:
2vioni Vil <G, Vi€ S, WSN lifetime is defined as the useful length of time for

~ . _ the WSN so that the amount of remaining energy reserves can
wherel; denotes the attained Qol levieéforenegotiation by always guarantee a minimum probability of detectigp,, for

using power level§ (¢) in (13). While the first two constraints any task appearing at this time, located anywhere within the
denote Qol requirement constraints for high and low p'yoritsensing field

tasks, the third constraint represents the per-sensolggner

for th ¢ allocated tasks. T For this, we view the entire WSN system as a service
reserve for the sum of aflocated energy among lasxs. gle“queuing” system where resources are not just the server
solution of this optimization problem gives the best achide

. o i nd buffer capacities, but bandwidth, radio conditiongrgn
?e(()qluilreevr?]le:g the new task by adapting existing ones QO:’jleserves of the system, etc. In this queuing system, thécserv

capacity is not fixed or knowa priori. It is represented by
B. System Dynamic Behaviors Qol network capacitywhich, is as previously discussed, is

This section aims to understand the detailed system beh/§AMed at runtime from the Qol levels that the WSN delivered
iors due to dynamic task arrivals and departures, heterods{he pastand relates to network resource availabilitgrgy
neous Qol requirements, resource optimizations and neg&@nsumption rate, etc. Given an average arrival rate of kask
ations, as key design elements for such O&M frameworRNd @n average task service duratigi, questions of interest
Fig. 3(a) illustrates the simulated traffic pattern (i.che t fOF Such a system include:
number of tasks, task arrival and departure processes, &) Given network loagh = \/p, what is the maximum WSN
requirements), and Fig. 3(b) and (c) shows dynamic Qol lifetime T,,.x provided that all tasks accepted experience
changes experienced by 70 tasks, with respect to (w.rb) tw  satisfactory Qol levels, i.el; > 0? Or,
different Qol satisfaction index parameter, k;.

For fixed Qol parametersy, k;, abrupt Qol changes can 2This is more like a game, where tasks compete for limited agtw

be seen under the relatively high traffic load conditiongsources according to the relative compatibility of theiority and requested
| requirements with dynamic network status. In other \8prit necessarily

When new task allrrlve.s, the negotiation prqcess \_N”_I atte”\% he extreme case all tasks give up execution, but some raity tasks
to accommodate it while reasonably degrading existingstaskvith low Qol requirements may successfully survive.



= that producesy;,;,(t) = 7; (t)[1,=0, O,

50—————_——i B S S S R " % al

Dmi,u—ﬁ)mln N R N ——— - R ;5 (t) > 'Yj,min(t) = RTR— _J a- (18)

‘;‘g NnghPrmnly /NanPnont¥ 1 i ‘ i : : : VZGSJ‘ p”

P30N7Otasks ””” TAe— T At the same time though, resource constraints enforce the
o ., | | | | T total amount of allocated network resource to no more than
105 3 ”” — f ——— v total energy reserve leve), e,
oL —F——t=—1— | i i i i i i i

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000 5500 *
Time ((Z;nutes) Z ’}/J (t)lj S 5 (19)
1 T T T L T T T T T vjegT

< o5l "Lesal- i whereJ 7 denotes the task set has been serviced during WSN

£ lifetime 7', and/; denotes the duration of certain tagkhat

g of conforms to exponential distribution with parameteDue to

g o it A the stochastic nature of task arrivals and departures, we us

G 05 P W . the conditions of expectation to approximate the LHS random

k, *17 k 5 5 ‘ M j Lol fodaiuiiony variables, as:
-10 500 1 000 1 500 20‘00 _zI_SOO ( 300? 35‘00 40‘00 4500 5000 5500
ime (minutes; * _ * .
S ‘ o “ £ > IE( Z o (t)zj) - E(IE( Z Vi) ))
‘ ! } gy, ! ! viegT vjegT
gl s = B X E(en)) —e(omE(in))

I T O OO O O O =

10 I T R (1 U A = E(J7)E(vi0n) = ATE(71 (1) E(n)

Soslo ol s I A S S I

3 3 3 3 01 i ri(iri asl )\T
2 =sLk=165 (| | [fmme = (i), (20)

"o 500 1000 1500 2000 2500 3000 3500 4000 4500 5000 5500
Time (minutes)

© where we use the fact that the task’s arrival process, degart
fio 3. Simulat s 1 e beha stvaand deoart process, and task optimal resource occupangjés),V; €
fime lne: eal-imé ol satsiaction ndex charige wit st parameter (5) </ 1€ independent random variables. Furthermore, the aver-
kj, = 17,k = 5.5, and (C)kj, = 51, k; = 16.5. All figures are plotted with age number of task& (JT) admitted during WSN lifetime
the same set of traffic and their Qol requirements. T can be approximated by Little’s theorem [19]E$jT) =
AT, and average duration of task can be represented by

(2) Given minimum WSN lifetimel’,.;, and satisfactory Qol E (l1) = 1/u. Therefore, we further simplify (20) by using
levels for all tasks, what is the region of admissible rat&®ndition (18), as:

A < A\max that the system can sustain as a functiop®f T T .
In the following Lemma we broadly derive some expression £ 2 U E( i )) = ]E(71 m“‘(t))
regarding the above questions under the intruder detection AT ot a\T
. . . . = _E . — ’ (21)
scenario considered. Recall that in this use case, the nesou , d
H minvy;eS; P;1 ﬂﬂ

occupancy for each task is reduced to a scalar as power
levels g = ~;, and thus the relationship betweghand Qol Wwhere the last equality condition uses the notatiof E (a})
satisfaction index; can be analytically represented by (13).that denotes JThe average detection probability given s di

Lemma 6.1:The task arrlval rate\ vs. WSN lifetime 7 tributions, 8 £ miny;es, pf; that denotes a constant given
trade off is of the form?L < £ wherea £ E (a}) denotes geographic locations of sensor sources and task. Hence, we

Ba’ .
the average detection probablllty given its distributiofis® ~ rewrite (21) as,
miny;es, pf, denotes a constant given geographic locations AT < & 29
of sensor sources and tasks. Furthermore, the maximum WSN u T Ba (22)

lifetime and the maximum admissible rate can be expres

SEl‘l.%all we derive the maximum network lifetimg,,,, and
asTmax = ﬁ_g , and Amax = S=2£—, respectively. Y, ax

=7 : o )
Proof: Recall that for each tasjg the amount of resource maximum task admissible rate,. as:
allocated is sulfficiently reflected in (13). Or, we rewrita, T = 3 & -8 (23)
1 _ max aTmm
. ~exp (g tanl;
vieS; Dij Lemma 6.1 proves that (22) serves as the principle sys-

According to Lemma 5.1, the the lower bound resourdem design criterion for this use case, where it shows the
condition for satisfactory Qol is takehy = 0 as the input fundamental trade-offs among maximum network lifetime,
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Fig. 4. Simulation results on (a)-(b) average Qol outagebaindity among all completed tasks, of two different prigrclasses, and (c) average task
blocking probability. All are plotted w.r.t different taskrival rates\ and average task lifetime/p.

task duration, arrival rate, and Qol requirement. For ims¢a accurately reflected in the parameter of Qol network capacit
higher Qol requirement would constrain the energy usage farterms of maximum detection probability which controls th
multiple tasks which in turn has impact on admissible atriv@ol-aware network status, and the negotiation processshelp

rate and WSN lifetime. optimize resource utilization to release some resources fo
higher priority tasks. On the other hand, when the average
D. Network Performances task lifetime is increased, Qol outage increases by 20%s Thi

The proposed algorithm, referred as “AC+Negotiation”, & because the increasing network lgge- A/;) at any time in
compared with the scheme without negotiation process “Ae network may jeopardize the satisfaction of ongoinggask
only” and the traditional WSN traditional WSN managemengince finite network resources are shared by more tasks than

Traditional WSN research is an one-off deployment cofefore, which in turn may violate the Qol network capacity
figuration assuming “static” behaviors of system paransetepound.
where sensors are positioned on the field of interests anghset The behavior of average Qol outage probability for differ-
their power consumptions in order to attain a particulaelevent priority user groups is shown in Fig. 4(b), where only
of probability of detection (e.g.¢; = 90%). Furthermore, the “AC+Negotiation” scheme is plotted with fixed average
the WSN does not adjust any of its operational parametd@sk lifetime 1/, = 40mins. Interestingly, although similar
throughout its lifetime, independent of application nedds behaviors for high and low priority user groups can be seen,
contrast, with the proposed Qol-aware management, systt saturation speed of their Qol outage probability diff&ig-
parameters will be adjusted judiciously, so that WSN lifesi nificantly. This is primarily because our proposed negiatiat
will be longer given satisfactory Qol requirements. In thigrocess successfully guarantees non-negotiable Qokslével
simulation, for both “static” and the “dynamic” scenariege high priority tasks, however, and adaptable Qol levels dar |
assume that tasks arrive and last stochastically with theesapriority ones. On the other hand, successful task rejestietp
statistics, and we choose that the probability of deteciisn maintain low Qol outage probability and high Qol satisfanti
which the system is designed to operate in the static cake isfor existing tasks in the network.
average of the probability of detections the various missio Fig. 4(c) shows the behavior of average task blocking
request in the dynamic case. probability w.r.t. both task arrival rate and lifetime. Vihi

Fig. 4(a) illustrates the average Qol outage probability éTraditional” is not plotted in this figure since no rejeci®are
all completed tasks as a function of both task arrival rateade, task blocking probability increases significantlyewh
A and average task lifetimé/u. Qol outage is defined asmore tasks are offered (highe). However, these successful
the portion of all completed tasks whose Qol requiremertgsk rejections help maintain low Qol outage probabilitg an
fail, i.e., tasks for which the satisfaction index was lessigh Qol satisfaction for existing ones in the network, as
than 0 at least once during their lifetime. For fixed averagdown in Fig. 4(a). On the other hand, when network load
task lifetime, it is interesting to observe saturation ofl Qg is increased by enlarging task lifetime, resource avditgbi
outage probability for all three schemes when we increase thecreases as being occupied by higher number of concurrent
arrival rate since rejections to new tasks help maintaimingn tasks serviced. Last, for reasonably loaded system, oenseh
ones’ Qol satisfaction. However, levels at which the thré&C+Negotiation” can successfully guarantee as low as 5%
schemes saturate vary significantly: the proposed algorittplocking probability as compared with 8% when negotiation
can even guaranted % of Qol satisfaction for any underlying process is not used.
application, as compared t684% for “AC only” scheme, Table. | demonstrates the average jitter of Qol satisfactio
and 40% for “Traditional”. This is because the impact ofindex among completed and satisfactory tasks, which is de-
newly admitted tasks on existing ones has been estimated éindd as the variance of satisfaction indexes, &< s (1;).



TABLE |

AVERAGE JITTER OFQOI SATISFACTION INDEX, WITH FIXED TASK portant future research directions motivated by the deplayt
ARRIVAL RATE A = 0.5 PER MINUTE issues in a broader space of application scenarios. Fitst is
AC+Negotiation ~ AC only  Traditional extend the overall O&M solution to a distributed configuvati
1/p = 20 mins 0.16 0.21 0.27 for large-scalead hoc networked environments as well as
1/p = 40 mins 0.17 0.22 0.28 investigating extensions to the definitions of capacity and
1/ = 60 mins 0.18 0.24 0.29 negotiation. Second is to include sensor network dutyhegcl

algorithms as well as the inclusion of networked actuators,
which would most likely change the nature of tasks admitted
to the framework. Finally, in an effort to make the O&M
‘ ‘ framework easilyreusablein real-world sensor network appli-
s i ! cations, we plan to investigate how to embody the framework
T in a formalized middleware instantiation.
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Fig. 5. Simulations on the normalized WSN lifetime w.r.tffelient task  [3]
arrival rate A and task departure raje

[4]
Unlike Qol outage and blocking probability, this performan
metric directly reflects the human aspect of experiencesiwhes)
interfacing the system that indicates the performancélgyab
(or fairness) for the proposed O&M framework to provide Qol[ﬁ]
experiences for all tasks. For fixed average task lifetime,
a 31% jitter increase can been seen if full scheme is compared
with the other two schemes. [7]
Fig. 5 shows the normalized WSN lifetime w.r.t. different
task arrival rate and departure rates. It can be seen a sagmiifi
WSN lifetime improvement compared with traditional segtn (8]
and this improvement increases when tasks arrive more frey
quently (due to more efficient resource allocation among all
tasks). Furthermore, proposed approach successfullyogppr, ,
imate the analytical results given in (23) while traditibna
settings perform far away behind. Meanwhile, given desired
WSN lifetime, this figure also shows the way to obtain thF11
maximum admissible rat&,,.,. the network can support given
minimum probability of detectiomy,;,.
VII. CONCLUSIONS ANDFUTURE WORK [12]

Qol-aware WSN O&M represents a broader area of researe.
challenges that this paper only begins to address. Differen
from other works focusing on network utility maximization
problem with predefined utility functions, this paper enyslo (14
a unique and runtime design perspective where the WSN learns
and optimizes the network utility by probing the satisfanti [15]
levels of completed tasks. Three key design elements were
proposed, including a novel concept of Qol satisfactioreiyd [16]
Qol network capacity, and an adaptive and negotiationébase
admission control process. Finally, extensive numeriesiliits 17]
on a complete intruder detection user scenario show tLe
proposed framework can successfully guarantee satisfacto
Qol, prolong the the WSN lifetime while maintaining low
blocking probability and jitter.

In the course of this work, we have identified several im2°l
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