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Abstract

We propose a new classification method for vector-valued images, based on (i) a causal Markovian model, defined

on the hierarchy of a multiscale region adjacency tree (MRAT), and (ii) a set of non-parametric dissimilarity measures

that express the data likelihoods. The image classification is treated as a hierarchical labeling of the MRAT, using a

finite set of interpretation labels (e.g. land cover classes). This is accomplished via a non-iterative estimation of the

modes of posterior marginals (MPM), inspired from existing approaches for Bayesian inference on the quadtree. The

paper describes the main principles of our method and illustrates classification results on a set of artificial and remote

sensing images, together with qualitative and quantitative comparisons with a variety of pixel-based techniques that

follow the Bayesian-Markovian framework either on hierarchical structures or the original image lattice.

Index Terms

Region-based image segmentation, classification, scale-space, hierarchical Markovian models, distribution dissim-

ilarity measures, remote sensing

I. INTRODUCTION

Vector-valued images with a wide range of band frequencies, has been extensively used in the field of remote

sensing, where several multi- or hyper-spectral sensors are now effectively used for earth observation [1]. The

classification of such images is generally based on the discrimination between spectral signatures, using pixel-wise

classifiers, such as Bayesian classifiers [2], neural networks [3] or fuzzy clustering [4]. One drawback of these
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approaches is that they do not take into account contextual information during the labeling process. The issue

of combining both spectral and spatial information has been addressed by several authors, in the framework of

Markov random field (MRF) theory. Non-causal Markovian (or energy-based) models, defined on the image lattice,

have been widely used in the area of computer vision [5], as well as the application domain of remote sensing

[6]. Unfortunately, the non-causal nature of these models generally leads to iterative inference algorithms that are

computationally demanding.

In order to cope with the computational burden of large images (like typical remote sensing data), several hier-

archical, multiresolution Markovian models have been proposed for pixel-based image classification/segmentation.

In their majority, they are associated with a set of parametric models that describe the data likelihoods. Stochastic

models defined on hierarchical graph structures, such as quadtrees or pyramids [7][8][9], yield in-scale causality

properties that allow fast and efficient non-iterative inference procedures, similar to those used for discrete Markov

chain models. Unfortunately, such hierarchical structures can exhibit shift-, rotation- or scale-variance, something

that it is generally acknowledged and proven in [10]. Particularly, quadtree-based approaches have the inherent

disadvantage of inducing block artifacts in the final estimates [8]. The problem of block artifacts can be avoided,

in some extent, by using a more inter-leaved hierarchy, such as the one proposed by Bouman and Shapiro [7]. This

is accomplished by increasing the number of coarse level neighbors at the original quadtree structure. On the other

hand, more complex hierarchies that incorporate also intra-level spatial interactions, like multigrid approaches [11],

methods based on truncated trees [12] or three dimensional adjacency graphs [13], although being more accurate,

they lack the practical advantages of trees or pyramids, leading to iterative or semi-iterative labeling processes.

In this paper, we present a new classification method for vector-valued images, based on a Markovian model,

defined on a multiscale region adjacency graph, in the form of a truncated tree structure, denoted as Multiscale

Region Adjacency Tree (MRAT) [14]. Although the concept of region-based classification is not new in the area

of remote sensing, the majority of the existing approaches consider the classification as a post-processing module,

applied on the result of an initial segmentation [15]. In our scheme, the classification is applied, in a stochastic

way, on an hierarchy of image partitions, and not on a predetermined segmentation. This hierarchy captures the

multiscale nature of each image, since it is obtained from the deep image structure [16]. The latter implies that the

original image is extended to a family of derived images for which the scale increases [17].
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Fig. 1. Schematic diagram of the proposed hierarchical, region-based classification scheme.

The proposed classification method consists of two basic modules, namely the MRAT generation and the hierar-

chical labeling, as depicted in Fig. 1. The MRAT is generated as follows [18]: Initially, a hierarchical representation

of the image is obtained in the form of a multiscale tower, generated by anisotropic diffusion filtering. The particular

diffusion scheme is based on inherent image properties and leads to noise reduction and good localization of the

boundaries of the image structures. At the finest scale, the watershed transformation is performed on the generalized

gradient of the vector-valued image [19], in order to identify the position of all the contours in the image. At higher

scales, the duality between the regional minima of the generalized gradient and the catchment basins of the watershed

is exploited to create a robust region-based parent-child linking list along the scale-space stack. This linking scheme

provides the nodes and branches of the MRAT.

The image classification is then treated as a hierarchical labeling problem, applied to the previously defined

MRAT, using a finite set of interpretation labels (e.g. land cover classes). We associate to the nodes of the hierarchy
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a causal label field in the form of a coarse-to-fine Markov chain and an observation field, which represents the

spectral signature of each region in the original image. The data likelihoods of the field of observations can be

expressed in terms of a series of dissimilarity measures, and have the advantage to be model-free, in the sense

that the underlying probability distributions are not assumed to belong to a parametric model class. The nature of

the proposed MRAT allows us to incorporate efficient, non-iterative schemes for Bayesian inference, which have

been inspired from the state-of-the-art developments of hierarchical Markovian models defined on quadtrees. In

particular, an optimal labeling is achieved via a non-iterative procedure [8] that provides the exact estimates of the

modes of posterior marginals (MPM) and facilitates the estimation of the involved parameters.

Despite the similarities of our hierarchical model with the ones proposed by [7] or [8], there are some fundamental

differences that promote region-based multiscale hierarchies over pixel-based hierarchical graphs (such as pyramids

or quadtrees):

1) In the proposed scheme, the sites under labeling are not individual pixels but correspond to perceptually

uniform regions, which implicitly encompass contextual information and offer a better description of the

statistical properties of each site.

2) Pixel-based hierarchies always follow a predefined structure, whereas our statistical model is defined on an

information-driven, non-regular, hierarchical partition of the image, which captures the hierarchical nature of

the image content through scale-space evolution.

3) In the case of pixel-based hierarchical models defined on a mono-resolution (single resolution) image, the

observations are expressed only at the finest resolution level, from which the data likelihoods at coarser levels

are inferred. In our approach there is an explicit assignment of attributes (observations) at each node of the

tree, which allows to estimate the data likelihoods at each scale. This improves the statistical inference all

over the hierarchical structure, not only at the finest resolution level.

The paper is organized as follows. Section II is dedicated to the generation of the scale-space tower and the

creation of the multiscale region adjacency tree. Section III describes the core structure of the proposed Bayesian

hierarchical labeling scheme. In section IV, we illustrate classification results on a set of artificial and remote

sensing images, and perform a qualitative and quantitative comparison of our method with a variety of pixel-based

classification approaches that follow the Bayesian inference. Finally, conclusions and directions for future research
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work are given in section V.

II. MULTISCALE REGION ADJACENCY TREE (MRAT)

The creation of the multiscale region adjacency tree is based upon scale-space theory [16] [17], thus it consists

of two main parts: (i) the scale-space filtering and (ii) the deep image structure. Scale-space filtering concerns the

mechanism that embeds the image into a family of derived images (referred as multiscale tower), for which the

image content is causally simplified. The deep image structure refers to the methodology of relating image features

along the multiscale tower.

A. Generation of the Multiscale Tower: Scale-space filtering

In order to avoid blurring and delocalization of the image features, an image adaptive scale-space filter is used.

In this work, we opted for a method that guides the filtering process in such a way that intra-region smoothing is

preferred over inter-region smoothing and edges are gradually enhanced. The employed filter belongs to the class

of nonlinear anisotropic diffusion filters. It is a combination of the Catté et al. [20] regularized Perona and Malik

filter [21] and the one proposed by You et al. [22].

Let I = {I(1), I(2), . . . , I(R)} be a vector-valued image defined on a finite domain Ω. The multiscale tower (u) of

I is governed by the following system of coupled parabolic partial differential equations (PDEs):⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

∂tu
(r) = div

[
g (|∇uσ|) ∇u(r)

|∇u(r)|
]

∀r = 1, 2, . . . ,R

u (t = 0) = I

∂nu = 0 on δΩ

(1)

where u(r) represents the rth image band, t is the continuous scale parameter, δΩ is the image boundary (with n

denoting the normal direction to it), and σ is a regularization parameter, which ensures the well-posedness of the

above system; g is the Lorentzian edge stopping function [23], which is formulated as:

g(|∇uσ|) =
1

1 + |∇uσ|2
k2

(2)

The so-called contrast parameter k in (2) separates backward from forward diffusion and is estimated using the

cumulative histogram of the reguralized gradient magnitude (|∇uσ|) [18]. A discrete version of the multiscale tower

u, denoted as U = {u0, . . . , un, . . . , uN}, is obtained by applying the natural scale-space sampling method [16].
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(a) (b)

Fig. 2. (a) An example of a 512x512 synthetic color image; (b) Noisy counterpart, corrupted with Gaussian white noise.

(a) (b) (c)

Fig. 3. Multiscale tower U . (a) Localization scale u0; (b) Scale u3; (c) Scale u5.

The finest scale u0, hereafter referred as the localization scale, is determined empirically and corresponds to the

scale that obtains a maximum noise reduction, while retaining all important image features.

Figure 3 illustrates the generated multiscale tower U of a synthetic image, shown in Fig.2(b). The latter is a

noisy version of the 512x512 synthetic color image of Fig.2(a), which is composed of disks with various radii in

front of a homogeneous background. Each color channel is corrupted with Gaussian white noise of zero mean and

a standard deviation equal to 0.5 (considering image intensities ranging from 0 to 1). The resulted signal-to-noise

ratio 1 for each of the three color channels is: SNRR = −1.2db, SNRG = −0.85db and SNRB = −0.49db.

1The definition used for the estimation of the SNR is the following: SNR � log10
Variance{image}
Variance{noise}
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(a) (b) (c)

Fig. 4. Segmentation of the multiscale tower U . (a) Segmentation at the localization scale u0 with 628 detected regions; (c)-(d) Segmentations

at scale u3 and scale u5 with 30 and 19 regions, respectively.

B. Construction of the MRAT: The Deep Image Structure

At the localization scale, we perform a gradient watershed transformation to detect a set of regions with well-

localized contours. By using the duality between the regional minima of the gradient and the catchment basins

of the watershed, the regions at u0 are tracked across the scales [24]. This is achieved by spatially projecting the

regional minima at each scale, into the coarser one. In particular, each regional minimum residing in a given scale

is linked with a regional minimum in the coarser scale, if and only if its projection falls in the catchment basin

of that regional minimum. This process renders a robust parent-child linking. Fig. 4 depicts a segmentation of the

multiscale tower, obtained by merging the detected regions at u0 that have the same parent at three different scales.

The produced hierarchy allows the construction of a multiscale graph of regions G = (S,A). G has the form of

a truncated tree (MRAT), with each node (apart from the ones at the highest scale) having a unique predecessor

(its parent). The set of nodes S are partitioned into the different scales (indexed by n = 0, . . . , N ), so that

S = S0
⋃

S1
⋃

. . . SN . We use the following notations: s is the parent of a node s (if s does not belong to the

coarser scale); s is the set of its children (if s does not belong to the localization scale); finally, s is the set of all

descendants of s (including s). An illustration of the MRAT, between three successive scales, is presented in Fig.

5.
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Fig. 5. An example of the Multiscale Region Adjacency Tree in three successive scales.

III. HIERARCHICAL LABELING

Image classification falls in the broad category of inverse problems, where one attempts to estimate the optimal

realization of some hidden variables (image classes), given a set of observations. In our approach, the image

classification is treated as a hierarchical labeling problem, applied to the nodes S of the previously defined MRAT

(G). The labeling is performed using a finite set L = {1, . . . , M} of interpretation labels. We consider a couple

of random fields (X,Y ) on G, with X = {Xs,∀s ∈ S} being the label field, and Y = {Ys,∀s ∈ S} a field of

observations that represent spectral region properties. At each scale n, we denote as Y n � {Ys, s ∈ Sn} and

Xn � {Xs, s ∈ Sn} the restriction of both fields to the subset of nodes Sn, with similar notations holding for

their realizations yn � {ys, s ∈ Sn} and xn � {xs, s ∈ Sn, xs ∈ L}.

We associate a causal Markovian model to the label field X and identify the optimal configuration of labels x̂s

based on a non-iterative procedure that provides the modes of posterior marginals (MPM):

∀s ∈ S , x̂s = argmax
xs∈L

P (Xs = xs|Y = y) � argmax
xs∈L

P (xs|y) (3)

The MPM estimation process, hereafter denoted as MRAT-MPM, is inspired from the state-of-the-art developments
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of Bayesian inference on quadtrees [8] [9]. For its realization, we have put forward a series of statistical assumptions

that characterize the prior and data likelihood distributions (P (X = x) � P (x) and P (Y = y|X = x) � P (y|x),

respectively). The explicit form of both distributions is described in details in the following two sections.

A. Prior Markovian model

As the labeling process is applied on the independence graph of the MRAT, we can put forward the following

three assumptions regarding the a priori distribution P (x):

• X can be considered as a first order coarse-to-fine Markov chain:

P (xn|xn′
, n′ > n) = P (xn|xn+1),∀n < N (4)

• The labels of Xn are conditionally spatially independent, given the labels of Xn+1. Additionally, for each

node in Sn, the conditioning in Xn+1 reduces to a dependence with respect to its parent only:

P (xn|xn+1) =
∏

s∈Sn

P (xs|xs),∀n < N (5)

• P (xN ) is uniformly distributed (no intra-scale spatial interactions are taken into account), so that:

P (xN ) =
∏

s∈SN

P (xs) (6)

The combination of (4), (5) and (6) gives the following form for the a priori distribution:

P (x) = P (xN )
∏

n<N P (xn|xn+1) = P (xN )
∏

s∈S\SN P (xs|xs)

=
∏

s∈SN P (xs)
∏

s∈S\SN P (xs|xs)
(7)

where S\SN denotes all nodes of S excluding SN . For the transition probabilities P (xs|xs), we have adopted the

Potts-like function used by Bouman and Shapiro [7]:

∀s ∈ S\SN , P (xs|xs) =

⎧⎪⎪⎨
⎪⎪⎩

θn if xs = xs

1−θn

M−1 otherwise

(8)

The parameter θn > 1
M is the probability that the labeling will remain the same from scale n + 1 to n. If

a class change does occur, it is equally likely to be any of the remaining class types. Finally, by denoting as

πs(i) � P (Xs = xs = i), ∀s ∈ SN , the prior Markovian model P (x) is fully characterized by the parameter

vector Φx = [πs(i), θn].
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B. Observation Model

For each region s ∈ S, we consider as observation a unary region property Ys that represents the spectral signature

of the area that region s encompasses at the original image (an image with R spectral bands). We assume that

the components of the observation field Y are all mutually independent given X and that, for each of them, the

conditioning w.r.t the corresponding hidden variable is independent from the other hidden variables. This leads to

the following expression for the conditional likelihood function:

P (y|x) =
∏
s∈S

P (ys|Xs = xs) (9)

By denoting as Hi the spectral signature of label i, the site-wise likelihood P (ys|Xs = i) can be expressed as a

function of a dissimilarity measure D(ys,Hi) between the region (ys) and label (Hi) distributions:

P (ys|Xs = i) ∝ exp(−λ D(ys,Hi)) , ∀s ∈ S ,∀i ∈ L (10)

where λ is a weighting factor, which was empirically fixed to the same value in all experiments reported in

this paper. The likelihood function in (10) has been frequently used in computer vision applications that involve

color similarity [25], and allows a free selection of the functional form of the dissimilarities measures D. For our

application, we have investigated a set of non-parametric dissimilarity measures that do not conform to a given

parametric distribution model.

Several non-parametric dissimilarity measures have been reported in the literature [26] and have been successfully

applied in the field of image classification, retrieval and unsupervised segmentation. In our case, the multivariate

histograms of both samples ys and Hi serve as a non-parametric estimator of their empirical distributions. As

multivariate histograms with regular binning often result in poor performance (curse of dimensionality), we have

chosen to use instead the marginal histograms of the R bands of each sample. For a given data sample I , its rth

marginal histogram at each bin b will be denoted as f (r)(b ; I) , ∀ r = 1, . . . ,R. For each band r, we have chosen

the following two representative distance measures:

• χ2-statistic [27]:

D(r)(ys,Hi) =
#bins∑

b

(f (r)(b ; ys) − f̂ (r)(b))2

f̂ (r)(b)
(11)

where f̂ (r)(b) =
{
f (r)(b ; ys) + f (r)(b ;Hi)

}
/2.
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• Kolmogorov-Smirnov distance [28]:

D(r)(ys,Hi) = max
b

|F (r)(b ; ys) − F (r)(b ;Hi)| (12)

where F (r)(b ; I) denotes the corresponding cumulative histogram of f (r)(b ; I).

For the combination of the R independently evaluated comparisons in both (11) and (12), we use the L∞ norm,

so that:

D(ys,Hi) = argmax
(r)

D(r)(ys,Hi)

whereas the involved histograms were discretized using 20 bins.

The comparison of the two dissimilarity measures in (11) and (12), in terms of classification performance, is

presented in section IV.

C. Joint Distribution - MPM Estimation

Using the assumptions of conditional independence in (7) and (9), the joint probability P (x, y) can be expressed

as:

P (x, y) =
∏

s∈SN

P (xs)
∏

s∈S\SN

P (xs|xs)
∏
s∈S

P (ys|xs) (13)

Given the data likelihoods of (10), P (x, y) depends only on the prior parameter vector Φx. For a given instance of

Φx, it is possible to compute exactly the posterior marginals P (xs|y) and the optimal labels x̂s (through equation

(3)) at each node s ∈ S, within two passes on the MRAT. In the following description, we will assume that the

prior parameters Φx are known, while its exact estimation will be described in details in section III-D.

Based on the Bayes rule, we can determine the following downward recursion for the estimation of the posterior

marginals:

P (xs|y) =
∑
xs

P (xs|xs, y)P (xs|y) ,∀s ∈ S\SN (14)

Using the properties of conditional independence of the MRAT, P (xs|xs, y) = P (xs|xs, ys), the recursion in (14)

becomes:

P (xs|y) =
∑
xs

P (xs|xs, ys)P (xs|y) ,∀s ∈ S\SN (15)
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The recursive form of (15) is initialized by estimating the posterior marginals at the highest scale P (xs|y), ∀s ∈ SN ,

and requires the estimation of probabilities P (xs|xs, ys), ∀s ∈ S\SN . According to Laferte et al. [8]:

P (xs|xs, ys) =
P (xs, xs|ys)

P (xs|ys)
=

P (xs, xs|ys)∑
xs

P (xs, xs|ys)

with P (xs, xs|ys) = P (xs|xs)P (xs|ys) =
P (xs|xs)P (xs)

P (xs)
P (xs|ys)

where the prior marginals P (xs) are computed using an initial top-down recursion:⎧⎪⎪⎨
⎪⎪⎩

∀s ∈ SN ,∀i ∈ L : P (Xs = i) = πs(i)

∀s ∈ S\SN : P (xs) =
∑

xs
P (xs|xs)P (xs)

Finally, the calculation of P (xs|ys) is carried out through the following bottom-up recursion:

P (xs|ys) ∝ P (xs, ys) =
∑

xs
P (ys, xs|xs)P (xs)

= P (xs)P (ys|xs)
∏

t∈s P (yt|xs)

= P (xs)P (ys|xs)
∏

t∈s

∑
xt

P (yt|xt)︸ ︷︷ ︸
∝P (xt|yt)

P (xt)

P (xt|xs)

or, equivalently

P (xs|ys) =
1
Z

P (xs)P (ys|xs)
∏
t∈s

∑
xt

P (xt|yt)
P (xt|xs)
P (xt)

where Z is a normalization factor, satisfying the condition
∑

xs
P (xs|ys) = 1.

Based on these formulations, the MPM estimates that provide the optimal labels x̂s can be identified through

two passes on the MRAT as indicated in table I.

At this point we have to note that the non-regular nature of the MRAT may induce a problem of underflow:

during the upwards recursion, the partial posterior marginal P (xs|ys) in (18) may become so small that the usual

precision of computers is not sufficient. This can occur in the case of an abrupt reduction of nodes between two

successive scales, i.e. from an over-segmented scale to an under-segmented one, inducing the assignment of a large

number of children to a given parent. In order to avoid this problem, a good selection of the localization scale

should be made.

D. Parameter Estimation

As stated in the previous section, the joint probability in (13) and the two-pass computation of the posterior

marginals in table I require the estimation of the parameter vector Φx = [πs(i), θn]. The estimation of these
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� Initial top-down recursion

• Computation of the prior marginals:

∀s ∈ SN , ∀i ∈ L : P (Xs = i) = πs(i)

∀s ∈ S\SN : P (xs) =
�

xs
P (xs|xs)P (xs)

(16)

� Bottom-up pass

• Leaves, s ∈ S0:

P (xs|ys) =
P (ys|xs)P (xs)�
xs

P (ys|xs)P (xs)

P (xs, xs|ys) =
P (xs|xs)P (xs)

P (xs)
P (xs|ys)

(17)

• Recursion, for n = 1, . . . , N − 1, s ∈ Sn:

P (xs|ys) = 1
Z

P (xs)P (ys|xs)
�

t∈s

�
xt

P (xt|yt)
P (xt|xs)

P (xt)

P (xs, xs|ys) =
P (xs|xs)P (xs)

P (xs)
P (xs|ys)

(18)

♦ Highest scale

• ∀s ∈ SN :

P (xs|y) = P (xs|ys) = 1
Z

P (xs)P (ys|xs)
�

t∈s

�
xt

P (xt|yt)
P (xt|xs)

P (xt)

x̂s = argmax
xs

P (xs|y)

(19)

∇ Top-down pass

• Recursion, for n = N − 1, . . . , 0, s ∈ Sn:

P (xs|y) =
�

xs

P (xs,xs|ys)
�

xs
P (xs,xs|ys)

P (xs|y)

x̂s = argmax
xs

P (xs|y)

(20)

TABLE I

TWO-PASS COMPUTATION OF THE MPM ESTIMATES ON THE MRAT

parameters is an incomplete data problem, as only y is observed, while x remains hidden. Using only the incomplete

(observed) data y, the maximum likelihood estimate of Φx,

Φ̂x � argmax
Φx

log P (y|Φx)

becomes intractable. In order to cope with this problem, we use the Expectation-Maximization (EM) algorithm [29],

by considering the expectation of the complete data (x, y). In particular, the EM algorithm iteratively computes the
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maximum likelihood estimate of Φx by repeating, until convergence, the following steps:

• E-step (expectation) Computation of Q(Φx|Φ(k)
x ) = E[logP (x, y|Φx)|y,Φ(k)

x ].

• M-step (maximization) Update Φ(k+1)
x such that: Φ(k+1)

x = argmax
Φx

Q(Φx|Φ(k)
x )

It is possible to implement the exact EM algorithm, in which both expectation and maximization can be conducted

without any approximation. In particular, the expectation Q(Φx|Φ(k)
x ) is expressed as:

Q(Φx|Φ(k)
x ) = E

[
logP (x, y|Φx)|y,Φ(k)

x

]

=
∑

s∈SN

∑
i∈L P (Xs = i|y,Φ(k)

x ) log P (Xs = i|y,Φx)

+
∑

s∈S\SN

∑
(i,j)∈L2 P (Xs = j,Xs = i|y,Φ(k)

x ) log P (Xs = j|Xs = i,Φx)

+
∑

s∈S

∑
i∈L P (Xs = i|y,Φ(k)

x ) log P (ys|xs)

(21)

Let ζ
(k)
s (i) � P (Xs = i|y,Φ(k)

x ) and ξ
(k)
s (i, j) � P (Xs = j,Xs = i|y,Φ(k)

x ). The latter can be estimated during

the downward pass on the MRAT, as:

P (Xs = j,Xs = i|y) =
P (Xs = j,Xs = i|ys)∑

j∈L P (Xs = j,Xs = i|ys)
P (Xs = i|y) (22)

Using these notations and incorporating the unknown parameters πs(i) and θn in (21), we obtain:

Q(Φx|Φ(k)
x ) =

∑
s∈SN

∑
i∈L ζ

(k)
s (i) log πs(i)

+
∑N−1

n=0

∑
s∈Sn

[
log θn

∑
i∈L ξ

(k)
s (i, i) + log 1−θn

M−1 (1 − ξ
(k)
s (i, i))

]

+
∑

s∈S

∑
i∈L ζ

(k)
s (i) log P (ys|xs)

(23)

The maximization of Q(Φx|Φ(k)
x ) should satisfy the following two constraints:

∑
i∈L

πs(i) = 1 , ∀i ∈ L, ∀s ∈ SN ;
∑
j∈L

P (Xs = j|Xs = i) = 1 , ∀i ∈ L, ∀s ∈ S\SN (24)

Using Lagrange multipliers one gets the following updates for both parameters πs(i) and θn:

∀i ∈ L , ∀n < N

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

π
(k+1)
s (i) = ζ

(k)

s∈SN (i)

θ
(k+1)
n =

�
s∈Sn

�
i∈L ξ(k)

s (i,i)

|Sn|

(26)

Having all information in hand, the outline of the overall MRAT-MPM algorithm, from initialization to final

classification is summarized in table II.
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1) Parameter initialization k = 0:

∀i ∈ L , ∀n < N

�����
����

π
(0)
s (i) = 1

M

θ
(0)
n = 0.5

(25)

2) Estimation procedure: two-pass computation (table I) of posterior marginals P (Xs = i|y, Φ
(k)
x ) , ∀i ∈ L and P (Xs = j, Xs =

i|ys, Φ
(k)
x ) , ∀(i, j) ∈ L × L (eq. (22)).

3) Parameter updating: The updates of the parameter vector Φ
(k+1)
x are estimated using (26).

4) Repeat step 2 until Φx converges.

5) Classification step: The modes of posterior marginal (MPM) provide the final classification map.

TABLE II

THE MRAT-MPM ALGORITHM

IV. EXPERIMENTAL RESULTS

A validation process is conducted in two ways: a) using the synthetic image of Fig.2(b), we assess the influence

of the non-parametric dissimilarity measures (section III-B) to the overall performance of our method and perform

an additional comparison with a parametric distance measure, which assumes Gaussian distributions for the image

samples; b) we present a comparison of the MRAT-MPM approach with supervised versions of four pixel-based

techniques that follow the Bayesian-Markovian framework either on the hierarchical graphs or the original image

lattice, and present both qualitative (visual) and quantitative results, for the image of Fig.2(b) and an example of

a multispectral remote sensing image, shown in Fig. 6(a). The latter corresponds to a 800x800 real color airborne

image of an area near Saalbach, Austria.

The quantitative evaluation of the different classification maps is carried out, in the pixel level, via the concept

of confusion matrix (aij) [30]. Given a validation set of N pixels with known ground-truth labels, aij stands for

the number of pixels that are attributed to class i by the classifier and to class j by the ground-truth. Based on

a M × M confusion matrix, the rates of correct classification were expressed in terms of two global indicators,

namely the overall accuracy (τ ) and the so-called Kappa indicator (κ):

τ =
1
N

∑
i

aii (27)
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κ =
N ∑

i aii −
∑

i ai+a+i

N 2 − ∑
i ai+a+i

(28)

where ai+ =
∑

j aij and a+i =
∑

j aji.

In our experiments, a set of samples with known ground truth labels is collected and divided in two parts: a

learning set, through which we extract the spectral signatures of each class, and a validation set, which is used to

estimate the aforementioned evaluation measures. The total number of evaluation samples (P) was set to P = 43259

for the synthetic image of Fig.2(b) with six distinct classes (M = 6), and P = 72945 for the airborne image of

Fig. 6(a) with ten land cover classes (M = 10) . The exact location of these samples in the case of the image of

Fig. 6(a) is shown in Fig. 6(b).

A. Comparison of dissimilarity measures

1) Initially, we evaluate the performance of our method using the non-parametric dissimilarity measures in (11)

and (12), without any model assumptions about the data distributions. A very useful property of these measures

is that they are both bounded in the interval [0, 1], something that reduces the risk of underflow during the

bottom-up pass of the MPM estimation (see section III-C). In all our experiments the value of λ in (10),

was empirically set to λ = 10. This value satisfies a good trade-off between the influence of data likelihoods

and the prior parent-child transitions. The classification performance on the image of Fig.2(b), using both

dissimilarity measures, is presented in table III. The results of this analysis are in accordance with the findings

of [26], showing that the χ2-statistic has better discriminant properties than the Kolmogorov-Smirnov distance.

2) Considering again the synthetic example of Fig.2(b), we can now assume that the image samples are normally

distributed and use the Mahalanobis distance as a parametric measure for the description of the data likelihoods.

For the sake of direct comparison and avoiding possible problems of underflow during the MPM estimation,

we have normalized the values of the Mahalanobis distance in the interval [0, 1]. The classification results,

using this parametric distance measure are also presented in table III. Comparing the classification rates of

all three measures, we can see that the χ2-statistic outperforms its parametric counterpart, even in the case

of strong Gaussianity assumptions. A visualization of the classification maps obtained using both χ2-statistic

and Mahalanobis distance is shown in Figures 7(e)-(f).
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(a)

Shadowed areas

Grass land

Rooftop 2

Rooftop 1

Rooftop 3

Trees

Cultivated land

Roads / paths

Arid land

Stony grassland

Shadowed areasShadowed areas

Grass landGrass land

Rooftop 2Rooftop 2

Rooftop 1Rooftop 1

Rooftop 3Rooftop 3

TreesTrees

Cultivated landCultivated land

Roads / pathsRoads / paths

Arid landArid land

Stony grasslandStony grassland

(b)

Fig. 6. (a) Real color airborne image of an area near Saalbach, Austria; (b) Ground-truth: training (left) and test (right) set.

B. Comparison with pixel-based approaches

1) Hierarchical Markovian schemes: As representatives of the stochastic, hierarchical schemes, we chose the

”Hierarchical MPM” (H-MPM) method of Laferté et al. [8] and the ”Sequential MAP” (SMAP) approach of

Bouman and Shapiro [7]. Both schemes are based on hierarchical models defined as a coarse-to-fine Markov

chain of levels, where the estimates (MPM and SMAP, respectively) are derived through a non-iterative,

two-sweep inference procedure on the quadtree. For each class, the data likelihoods are described with a
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Dissimilarity measure Fig.2(b)

τ / κ

χ2-statistic 98.4%/97.8%

Kolmogorov-Smirnov distance 97.1%/95.9%

Mahalanobis distance 97.8%/96.9%

TABLE III

CLASSIFICATION PERFORMANCE

simple Gaussian model, defined by a mean vector and a covariance matrix, whereas the prior parameters of

the hierarchical Markovian model are, in both cases, automatically estimated.

2) Non-hierarchical MRF schemes: In the case of single-resolution data, we derive approximated MAP estimates

of a standard lattice-based classification model. This lattice-based model is defined with the same Gaussian

likelihoods as in the SMAP and H-MPM approaches, and is based on a Potts prior on a first-order neighbor-

hood. This non-hierarchical MAP estimate was obtained iteratively by two methods: (a) simulated annealing

[5] (we denote the resulting estimate by NH-MAP); (b) a deterministic ICM algorithm [31] whose final

classification will be referred as NH-ICM. These two non-hierarchical iterative algorithms are stopped when

the number of actual updates, after a complete sweep of the image, falls below a given threshold (one per one

thousand of the total number of pixels). The cooling schedule in the simulated annealing procedure is defined

as Tk = T0/(1.01)k where T0 is the initial temperature, set to 100 and k stands for the current number of

image sweeps.

Figures 7 and 8 illustrate the results of the five classification methods for the images of figures 2(b) and 6(a),

respectively. For the MRAT-MPM approach we used the χ2-statistic as distribution dissimilarity measure, whereas

for the prior parameters Φx we obtained convergence after a maximum number of five iterations. The performance of

each classification approach is summarized in table IV. As it can be noticed, in terms of accuracy, the MRAT-MPM

scheme outperforms the pixel-based methods. This is also the case even when we use the assumption of Gaussian

distribution for the data likelihoods (see Fig. 7 and last row of table III). From a visual inspection of figures 7
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and 8, it is also evident that the quadtree-based H-MPM method exhibits block artifacts that are evident in both

examples. These effects are alleviated by the SMAP, due to the none regular form of the hierarchy at the coarser

levels. However, the non-contextual nature of both SMAP and H-MPM produces a less homogeneous classification

map than the MRAT-MPM approach. The latter manages to implicitly encompass contextual information in the

form of perceptually uniform regions while preserving smoothed and well localized object boundaries. Finally, both

non-hierarchical schemes (NH-MAP and NH-ICM) although resulting in a compact classification map, they lack

of accuracy (especially the deterministic NH-ICM scheme).

As far as the computational load is concerned, our method is the slowest compared to its pixel-based counterparts

(SMAP and H-MPM), mainly because of the computational demands for the generation of the multiscale tower

(described in section II-A). As the involved anisotropic diffusion process of equation (1) is steered by the image

content, its convergence depends on the noise level and image complexity. For the severely noise-contaminated

example of Fig. 2(b), the entire MRAT generation module, producing 6 discrete scales and a graph of order

|S| = 851, lasted approximately 300 seconds on a Pentium III at 1 GHz. For the larger airborne image of Fig. 6(a),

a MRAT of 10 scales and |S| = 120491 was constructed in approximately the same time. However, the complexity

of the subsequent hierarchical labeling step, as being proportional to the order of the considered hierarchical graph,

is in our case systematically lower than in the pixel-based hierarchical schemes. An indicative example concerns

the image of Fig. 2(b), where the order of the quadtree is equal to 87381, almost 100 times larger than in the

produced MRAT. Finally, regarding the complexity of the iterative non-hierarchical methods, the NH-MAP, as

expected, exhibits the slowest convergence, whereas its deterministic counterpart (NH-ICM) is comparable with the

hierarchical schemes.

V. CONCLUSIONS

Recent developments in the field of computer vision, such as scale space theory and Markovian modeling, can

provide new horizons to the development of region-based classification algorithms in the area of remote sensing.

The contribution of the proposed method to the state of the art of classification schemes is manifold. First of all, the

sites under labeling are not individual pixels but correspond to perceptually uniform regions, which describe both

contextual and spectral information. Although the generation of the multiscale tower is computationally demanding,
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Method Fig.2(b) Fig.6(a)

τ / κ τ / κ

NH-ICM 94.2%/91.9% 90.9%/87.3%

NH-MAP 97.4%/96.4% 92.8%/89.9%

H-MPM 94.9%/92.9% 90.1%/86.0%

SMAP 97.3%/96.3% 95.4%/93.6%

MRAT-MPM (χ2) 98.4%/97.8% 95.6%/93.8%

TABLE IV

CLASSIFICATION PERFORMANCE

the use of a multiscale image structure, based on a non-linear diffusion scheme characterized by noise removal and

a good localization of the boundaries of image structures, overcomes the geometric distortions of most pyramidal

approaches. Moreover, the proposed hierarchical inference scheme results in high classification accuracies as shown

in the previous section. Furthermore, the use of nonparametric dissimilarity measures offers an additional flexibility

in the estimation of the data likelihoods, as the underlying probability distributions are not restricted to a given

parametric model class. Note that the proposed classification method is presented in a supervised way. However, it

could also be extended to an unsupervised classification scheme by using the described EM formulation of section

III-D and updating both the prior parameters and the signature of the classes.

Future work will involve two main aspects of the proposed approach, namely an optimal MRAT generation and

an extension of the field of observations. For the MRAT generation the following issues have to be considered:

• An automated localization scale selection [32] in order to alleviate the problems of underflow, mentioned in

section III-C.

• The application of our approach to a variety of region hierarchies, like the morphological partitions of [33] or

the region growing and clustering approach of [34].

Finally, the field of observations could be extended by including both spectral and texture information [35].
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(a) NH-ICM (b) NH-MAP

(c) SMAP (d) H-MPM

(e) MRAT-MPM (Mahalanobis) (f) MRAT-MPM (χ2)

Fig. 7. Classification results on image of Fig. 2(b)
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(a) NH-ICM (b) NH-MAP

(c) SMAP (d) H-MPM

(e) MRAT-MPM (χ2)

Fig. 8. Classification results on image of Fig. 6(a)
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