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Abstract—Current communication networks support a variety
of applications with different quality of service (QoS) require-
ments which compete for its resources. This continuously increas-
ing competition highlights the necessity for more efficient and
fair resource allocation. Current Network Utility Maximization
(NUM) framework fails to achieve this target and alternative
approaches cannot operate in networks that consist of wireless
links. This paper presents a NUM framework for wireless net-
works that shares resources according to the utility proportional
fairness policy. This policy is shown to prevent rate oscillations
in the resource allocation process, allocate resources in a more
fair manner among different types of applications and lead to the
calculation of closed form solutions for the optimal rate allocation
function. Based on this policy, a distributed rate and power
allocation algorithm is proposed that gives priority to applications
with greater need of resources. Finally, numerical results on
the performance of the proposed algorithm are presented and
compared against other approaches in the literature.

I. INTRODUCTION

Since the seminal papers of Kelly et al. [1] and Low et

al. [2], the proposed Network Utility Maximization (NUM)
framework has found numerous applications in communication

networks since it made clear that expressing the network

resource allocation as an optimization problem can be solved

by low-complexity distributed algorithms. More specifically,

they proposed an optimization problem of the form:

Problem ΠNUM : max
∑
r∈R

Ur (xr)

s. t. Ax ≤ C, x ≥ 0,

where r denotes the index of the source node, xr represents
the transmission rate of node r, C is a vector containing the

capacities of all links and Ur (xr) is the utility of node r
when transmitting at rate xr. In essence, the utility represents
the degree of satisfaction of a user as a function of the

transmission rate. Moreover, Ajr, the element of matrix A,
is 1 when link j lies on route r, and 0 otherwise. The authors
propose an iterative distributed algorithm where each link in

the network charges for its resources and the users determine

their transmission rates according to the maximum amount

they are willing to pay. This algorithm optimizes the resource
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allocation under two major assumptions; the utilities are all

concave functions of rate and all links have fixed capacity,

e.g. are wired. These two assumptions are responsible for a

number of shortcomings of current NUM approaches, which

will be discussed in detail in the remainder of this section.

Concave utilities are ideal to model applications that gen-

erate elastic traffic [3]. Elasticity describes an application’s
ability to adapt easily to changes in the network conditions,

such as delay, throughput etc, while still meeting some QoS

requirements. Examples of such applications, include FTP

and HTTP [4][5][6], which used to generate the majority

of the traffic in the internet until recently. However, the

majority of the traffic in current networks is generated by real-

time applications1 that are considered inelastic. Existing work
models such applications using non-concave sigmoidal utility

functions [8][9][10] that turn the resulting formulation into a

non-convex problem. An example of such utility function is

shown at the top subplot in Figure 1. Despite the existence

of analytic methodology to solve or approximate the optimal

solution for such problems in a distributed way, this approach

has significant disadvantages:

• The optimal rate allocation function of a source node,
x∗r (λr)2, is hard to be calculated in a closed form

and therefore numerical gradient-based approaches must

be used, which however increase convergence time and

degrade accuracy.

• Function x∗r (λr) is discontinuous for some values of link
price. This causes oscillations in the network that can

prevent the algorithm from converging. An example of

x∗r (λr) for a sigmoidal utility function is shown in blue
at the bottom subplot of Figure 1.

• The heuristics proposed in literature to resolve these
oscillations offer approximations that in some cases can

be far from the optimal solution.

• Despite the fact that the utility function Ur (xr) is defined
for rates within the range

[
xmin
r , xmax

r

]
, only a small

part of this range can be achieved. This restricts the

applicability of such approaches in practical problems.

For example, the rate for the utility of Figure 1 takes

values within the range [0, 10] but the feasible range
region (shown in black) is restricted only to either zero

or values within [6.51, 10].
The traditional NUM formulation maximizes the aggregate

utility in the network. Moreover, it has been shown [1]

1and their percentage is expected to increase as forecasted in [7]
2where λr is the aggregate price in the network
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Fig. 1. The feasible rate region of a sigmoidal utility function

that the resulting bandwidth allocations follows the so-called

(bandwidth) proportional fairness. While this type of fairness
seems to perform well when all users follow the same utility,

this approach is responsible for some contradictory behaviors

in cases that users follow different utilities, i.e. when users

have different QoS needs. In such cases, proportional fairness

favors users which require low rate to achieve high utility.

As pointed out first in [11], a bandwidth proportional fair

optimization algorithm favors users with low demand, i.e.

those with rapidly increasing utility function. This happens

because allocating a unit of rate to a utility with large

derivative leads to larger increase in the aggregate utility

than when allocating to users with high demand, i.e. with

small value of utility derivative. To resolve this contradictory

behavior, authors in [11] define a new type of fairness, called

utility proportional fairness. According to that, a bandwidth
allocation x∗ = [x1, x2, . . . , xR]T is utility proportional fair,

if it is feasible and for any other feasible allocation x,∑
r∈R

xr − x∗r
Ur (x∗r)

≤ 0. (1)

The utility proportional fairness can be achieved if the
utility function of each user is transformed according to:

Ur (xr) =
∫ xr

mr

1
Ur (y) dy

, mr ≤ xr ≤Mr, (2)

where mr and Mr are the minimum and maximum transmis-

sion rates for user r respectively, and the objective function
of Problem ΠNUM is changed to

∑
r∈R Ur (xr).

Authors in [11] propose a distributed algorithm to solve

Problem ΠNUM in order to achieve utility proportional fair-
ness in wired networks shared by various types of applications.
However, current communication networks are often consisted

of wireless networks, whose capacity is not constant but de-

pends on the interference. This need highlights the necessity of

extending the current utility proportional fairness framework
to be able to adjust link powers according to the channel

conditions in the network.

Motivated by the aforementioned shortcomings of current

bandwidth and utility proportional fairness mechanisms in

wireless networks, this paper makes the following contribu-

tions:

• Proposes a utility proportional fair optimization formu-
lation for high-SINR wireless networks. Utility propor-

tional fairness can prevent the oscillations, caused when

a utility function is non-concave, allow the use of the full

range of possible rate values and calculate the optimal

rate.

• Derives analytical solutions for the optimal rate allocation
function for a number of widely used application types.

• Proposes a distributed utility proportional fair algorithm
to jointly optimize transmission powers and data rates in

high-SINR wireless networks.

The rest of the paper is organized as follows. First, Section

II presents a utility proportional fair formulation for high-

SINR wireless networks and proposes a distributed gradient

algorithm to calculate the optimal resource allocation. Con-

sequently, Section III provides closed form solutions of the

optimal rate for a number of application types and discusses

how these formulas can be used to prevent oscillations. Section

IV presents numerical results illustrating the convergence

and performance of the proposed approach and Section V

concludes our current work and outlines our future research

plan.

II. PROBLEM FORMULATION

This chapter focuses on the development of an optimization

formulation for wireless networks that achieves utility pro-
portional fairness while taking into account the interference
among wireless links and the different QoS requirements of

various applications.

A. Network Model

Consider a multi-hop wireless network where each node can

operate either as traffic source, destination or relay that just

forwards traffic to its neighbors. We define the transmission

rate vector r = [r1, r2, . . . , rM ]T which includes the trans-

mission rates of all M source nodes in the wireless network.

Moreover, we define the link l as the tuple (Tl, Rl), where Tl
is the transmitting and Rl the receiving node, respectively. We

also define p = [p1, p2, . . . , pL]T as the vector which includes
the transmission powers of the L links. The wireless channel
is modelled as follows. Let G be a matrix of size L × L,
where Gkm, with k,m ∈ 1, 2, . . . , L, represents the path loss
coefficient for the path between the transmitter of link k and
the receiver of link m. The elements of the path loss matrix
G depend on the physical characteristics of the wireless links.

As explained earlier, each source node i is associated with a
utility function Ui(ri). The utility function of a user represents
the degree of satisfaction that a user enjoys when sending

at a specific rate. In other words, the user utility function

reflects the Quality of Experience (QoE) of a user when

data content is delivered at a specific rate. This QoE cannot

be determined precisely for each user but prior work in the

literature [6][8] has identified approximate forms/shapes for
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various applications, such as HTTP, FTP and video streaming

applications. Finally, we also associate each wireless link l
with a convex cost function Vl (pl). This function represents
the cost of using the limited power resources of the wireless

channel. The incorporation of this cost function leads towards

more energy efficient resource allocations.

B. Optimization Problem

The network performance optimization is formulated as the

following maximization problem:

Problem ΠMWN : max
r,p

M∑
i=1

Ui(ri) − γ
L∑
l=1

Vl(pl)

s. t.

M∑
i=1

αilri ≤ Cl (p) , ∀ links l

where Ui(ri) is the transformed utility function given by (2)
for rate ri, parameter αil is one if the traffic of user i is
passing through link l, and zero otherwise. The rates ri, with
i ∈ 1, 2, . . . ,M , and powers pl, with l ∈ 1, 2, . . . , L, are
positive quantities and γ is a positive weighting parameter.
The capacity of a link follows Shannon’s capacity formula,

Cl (p) = B · log2 (1 + SINRl) and is a function of the Signal
to Noise plus Interference Ratio (SINR) at the receiver of the

link. This formula is a non-concave function of powers and this

might prevent any gradient based algorithm from converging

to the optimal power vector. However, under the assumption

that SINRl � 1, the formula Cl (p) = B log2 (SINRl) can
provide a sufficiently accurate approximation of link capacity.

Moreover, this function is a concave function of powers

[12]. For the remainder of this paper, we assume high SINR
environments and therefore the link capacity Cl (p) will be
calculated using this approximation.

Duality Theory [13] provides an efficient methodology to
solve optimization problems distributedly. For this reason, one

should initially form the Lagrangian function as

L(r,p,λ) =
M∑
i=1

{Ui(ri) − ri · λi
}

(3)

+
L∑
l=1

λlB log

⎛
⎜⎜⎝ plGll∑

k �=l

pkGkl + nl

⎞
⎟⎟⎠ − γ

L∑
l=1

Vl(pl),

where λi =
∑L

l=1 αilλl is the aggregate price of user i to
send a unit of rate through the network.

It is evident from (3) that Problem ΠMWN consists of two
subproblems coupled by the dual variable vector λ. The first
one determines the optimal rate to maximize the net revenue of

the source node, while the second determines the transmission
power of the links. Consequently, according to duality theory
every source i can calculate its optimal rate r∗i (λ) using

r∗i (λ) = arg max
[Ui(ri) − ri · λi

]
. (4)

The power and dual variables can be calculated iteratively

using:

λl(t) = λl(t− 1) − δλ(t)
∂L(r,p,λ)

∂λl
(5)

pl(t) = pl(t− 1) + δp(t)
∂L(r,p,λ)

∂pl
, (6)

where δλ(t) and δp(t) are small positive step sizes and

∂L(r,p,λ)
∂λl

= B· log2

⎛
⎜⎜⎝ plGll∑

k �=l

pkGkl + nl

⎞
⎟⎟⎠ −

M∑
i=1

αilri (7)

∂L(r,p,λ)
∂pl

= −γV ′
l (pl) +

1
pl ln(2)

[
λl−

∑
m�=l

λm
GlmPl∑

k �=mGkmPk + nm

]
. (8)

Equations (4)-(6) constitute a joint primal-dual distributed

algorithm, which will be described in detail in the next section

along with how utility proportional fairness can lead to the

calculation of closed form solutions for (4).

III. THE PRICE-BASED RATE ALLOCATION FUNCTION

The existence of various types of user applications compli-

cates the process of calculating the optimal rate allocation of a

user for a specific aggregate price. According to optimization

theory [14], the optimal rate will be at the point where the first

derivative of the objective function diminishes and therefore

r∗i (λ) = U ′−1
i

(
λi

)
. (9)

In the traditional NUM framework Ui (·) = Ui (·), where Ui (·)
is the utility function of user i as defined earlier. The optimal
rate can be calculated using (9) only if the utility function

is concave function of rates. If Ui (·) is partially convex and
partially concave, as with sigmoidal utilities, the first derivative

cannot be inverted since it is not a one-to-one function. For

sigmoidal utilities, one should use alternative methods with a

negative impact on the algorithm convergence speed. Such an

alternative could be a gradient based iterative equation of the

form:

ri(t+ 1) = ri(t) + δr(t)
∂L(r,p,λ)

∂ri
(10)

where δr(t) is a positive step size and ∂L(r,p,λ)
∂ri

is the gradient

of the lagrangian function with respect to ri. However, such
an approach will not always converge to the global optimum.

In fact, according to the necessary and sufficient condition

in [15], the algorithm will converge only if (4) is continuous

around the optimal price vector λ. If this condition does not
hold, there can be oscillations in the network that will prevent

the algorithm from converging. In such case, an oscillation

resolving heuristic, such as the ones presented in [8] and

[10], is necessary to ensure stability but at the cost of loosing

optimality.

Considering utility proportional fairness, however, by using
the transformation of (2), the problem becomes convex even

for sigmoidal utilities and (4) always satisfies the condition in

[10]. This means that the iterative equation (10) will be able to

calculate the optimal solution but more importantly this also

allows to calculate a closed form solution for (9) directly.
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TABLE I
THE OPTIMAL RESOURCE ALLOCATION FUNCTION FOR WIDELY USED TYPES OF APPLICATIONS

Application Type User Utility Function Optimal Rate Allocation Function

HTTP Ui (ri) =
log( ri

rmin )
log( rmax

rmin )
r∗i (λ) = rmin ·

(
rmax

rmin

) 1

λi

FTP Ui (ri) = log(ri+1)
log(rmax+1)

r∗i (λ) = (rmax + 1)
1

λi − 1

Video Streaming Ui (ri) = 1
1+exp(−α(ri−β))

r∗i (λ) =
α·β−log(λi−1)

α

When the user utility function is transformed according to

(2), the first derivative can be easily calculated as:

U ′
i (ri) =

1
Ui (ri)

. (11)

Eq. (11) is invertible as long as it is continuous and monotonic,

which are both true for any concave utility and any sigmoidal

utility that follows the shape shown in Figure 1. Hence,

combining (9) and (11), we find that the optimal rate is given

by:

r∗i (λ) = U−1
i

(
1
λi

)
. (12)

Therefore, it is possible to calculate a closed form solution for

(4) for any utility function that satisfies these two properties.

This is a significant advantage of the utility proportional
fairness approach which leads to the development of algo-
rithms that calculate the optimal solution even for non-concave

utilities and converge significantly faster than the traditional

approaches.

Based on the analysis above, we derive the optimal rate

allocation for browsing, file transfer and video streaming

applications using the suggested utility functions in [6] and [8],

when utility proportional fairness is applied. These optimal
rate allocation functions are demonstrated in Table I. rmin and

rmax represent the minimum and maximum transmission rate

of a user, and parameters α and β are calibration parameters
of the sigmoidal utility.

An important observation here is that the continuity of (4)

for all aggregate prices also implies that when using utility
proportional fairness all rates within the range

[
rmin, rmax

]
are feasible contrary to what happens with bandwidth pro-

portional fairness where only a small part of the total rate

range is feasible, as illustrated in Figure 1. This shows that

the optimization algorithm has the robustness to adjust to

any changes in the link prices and take advantage of the full

range of the available rate region in order to maximize user

satisfaction in the network.

Having formulated the proportional fair optimization prob-

lem for wireless networks and derived closed forms of the

optimal rate allocation functions for some of the most common

applications, the next step is to develop a distributed algorithm

to jointly optimize transmission powers and data rates in the

aforementioned wireless network.

The iterative equations (4)-(6) can be used to create a

distributed algorithm to jointly optimize rates, powers and

prices with minimum information exchange between users.

This algorithm consists of two parts; Algorithm 1 is carried

Algorithm 1 – Optimal Rate Calculation
At time t, source i = 1, . . . ,M :

1: receives the aggregate price λi(t);
2: calculates the optimal rate, r∗i (λ), using (4) or the for-
mulas in Table I;

3: starts transmitting at time t+ 1 at rate r∗i (λ);

out by each source node and Algorithm 2 in each link.

This joint algorithm is an extension of the standard gradient-

based algorithm and will converge to the optimal solution for

sufficiently small values of the step sizes δλ(t) and δp(t) [14],
since Problem ΠMWN has been convexified using the utility

transformation of (2) and the High-SINR Shannon capacity

approximation formula. Regarding the information exchange

of the algorithm, users need to know the aggregate link price

λi. This can be either stored in the ACK packets sent by the
destination to the source node, or, if the link price is viewed

as the link delay, it can be implicitly measured by the packet

queuing delay in the network. Then, the power calculation

process requires that a link knows the channel conditions of

neighboring nodes. This information can be easily obtained

from the lower layers of the protocol stack with no additional

signaling overhead.

The use of the cost function Vl (pl) affects convergence
of the power control problem as well. When the weighting

factor γ is zero, there can be a case where equation (8) is
always positive. This would cause the distributed algorithm

to increase transmission powers indefinitely and therefore the

algorithm will not converge. This was further justified in

[10] as follows. Consider an arbitrary wireless network and

an iteration t of the optimization process where the power
vector is p = [pl, l ∈ {1, · · ·L}] and the rate vector r =
[rti , i ∈ {1, · · ·N}]. If at the next iteration the powers are in-
creased by a small percentage, let ε, the resulting power vector
will be p̂ = (1 + ε) ·p and the capacity of each link will now
become Cl (p̂) = B · log2

(
(1+ε)·plGll

(1+ε)·
∑

k �=l
pkGkl+nl

)
> Cl (p).

This increase of the link capacity would also result in higher

network utility and therefore the distributed algorithm will

continue increasing powers indefinitely. However, if γ > 0, the
optimization algorithm will reach a point where any further

increase in the transmission power would not result in an

increase at the aggregate utility and therefore the algorithm

will converge to a specific power vector.

In existing work, such cases are often prevented by as-

suming a maximum transmission power. Such an assumption,

would be reasonable in practical systems, but is not applicable
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Algorithm 2 – Link Price Calculation
At time t, a link l = 1, . . . , L:
1: calculates the incoming aggregate rate;

2: calculates the new price using (5);

3: calculates the new power using (6);

4: sends the new price λl (t+ 1) to all sources that are using
link l and starts transmitting using pl (t+ 1);
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Fig. 2. Network Topology Example

on the theoretical analysis of the problem since it creates

artificial convergence points [16]. Therefore, using the cost

function Vl (pl) is a more natural way of assuring both energy
efficiency and convergence of the distributed power control

algorithm.

IV. NUMERICAL RESULTS

The utility proportional fairness (UPF) approach was ap-
plied to various network scenarios in MATLAB, an example

of which is the network topology shown in Figure 2 for

illustration purposes. The wireless network consists of 6

source nodes, 3 intermediate nodes and a set of 3 destination

nodes. The simulation setup consisted of a variety of types

of applications, including FTP, HTTP and multimedia appli-

cations. This dictated the use of different utility functions,

concave or sigmoidal, according to the type of application.

All applications were modelled using the utilities of Table I

for various values of parameters. More specifically for the

example of Figure 2, source nodes 1-3 and 5 serve real-

time applications, whereas source nodes 4 and 6 serve elastic

applications modelled by concave utilities. The path loss

coefficients Gll were significantly larger than these of the

interfering channels, i.e. terms Gkl for k = 1, . . . , L and k �= l,
in order to allow the use of the high-SINR channel capacity

approximation formula with low approximation error.

The performance of the UPF approach is compared against

the traditional bandwidth proportional fairness (BPF) [8]
approach used in prior work in order to show that UPF

can successfully avoid the occurence of rate oscillations and

can lead to fair allocation of resources when heterogeneous

applications compete. During the BFP optimization process,

the self-regulating heuristic [8] was used in order to resolve
any oscillations that might occur.

Figure 3 shows the convergence of both the objective

function of the optimization problem and the utility functions

of sources 1 − 4. When BPF is used, users 1 and 3 follow
a sigmoidal utility and start to oscillate after about 180

iterations, as the spikes indicate. The self-regulating heuristic
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removes them from the optimization process and therefore

their utility is 0. The remaining users compete for all the

network resources which leads to higher individual utilities

for these users. On the other hand, there are no oscillations

when UPF is used and the resulting rate allocation leads to the

same degree of satisfaction for all sources. In general, UPF

gives priority to users with higher rate requirements while

BPF allocates more rate to users that are satisfied easier in

an attempt to achieve higher aggregate utility in the network.

For example, at the final rate allocation in BPF, all the elastic

applications are allocated some rate while only two out of the

four multimedia applications are allowed to transmit.

The convergence of the rate allocation of the first four

sources for both UPF and BPF approaches is illustrated in

Figure 4. It is evident that for BPF the oscillations occuring

at the rate allocation of sources 1 and 3 cause spikes in the

allocations of the rest as well, while in UPF rate are converging
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smoothly to the optimal solution. Finally, Figure 5 shows the

convergence of the power allocation for links 1 to 4. It is

evident from the peaks around iteration 190 that the existence

of oscillations in the BPF approach affects the convergence of

powers as well, whereas in UPF the powers converge smoothly

to their optimal values. In addition, it is clear that the different

allocation policy between UPF and BPF also leads to different

values of transmission powers due to the difference in the

traffic passing through each link.
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V. CONCLUDING REMARKS

This paper discussed how utility proportional fairness can
be used to resolve many of the shortcomings of traditional

NUM approaches in wireless networks. More specifically, we

proposed a utility proportional-fair optimization formulation

for high-SINR wireless networks and developed a joint dis-

tributed rate and power allocation algorithm to solve this

problem. In addition, it was shown that the use of utility

proportional fairness allows the calculation of closed form

solutions for the optimal rate allocation for a wide range of

popular applications, prevents oscillations in the network and

assures that all applications will be treated equally in terms

of the rate allocation. Our approach was also simulated and

compared against the traditional bandwidth proportional fair

approach.

The focus of our future research will be twofold. First, we

intend to examine more types of applications and calculate

closed form solutions for the optimal rate allocation and,

second, we will examine alternative approximations of the

non-concave Shannon’s capacity formula that will be efficient

for both high and low SINR environments.
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