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ABSTRACT

Multichannel equalization of acoustic impulse responses (AIRs)
is an important approach for dereverberation. Since AIRs are in-
evitably estimated with system identification error (SIE), it is nec-
essary to develop equalization designs that are robust to such SIE,
in order for dereverberation processing to be beneficial. We present
here a novel subband equalizer employing the relaxed multichannel
least squares (RMCLS) algorithm in each subband. We show that
this new structure brings improved performance in dereverberation
as well as a reduction in computational load by up to a factor of more
than 90 in our experiments. We then develop a novel controller for
the dereverberation processing in subbands that guarantees robust-
ness to even very severe SIEs by backing off dereverberation in any
subband with excessively high levels of SIEs.

Index Terms— Dereverberation, equalization, computational
complexity, robustness, system identification errors.

1. INTRODUCTION

In hands-free communication, the signal captured at the micro-
phone(s) typically suffer from reverberation as a result of the prop-
agation of the source signal through a multipath acoustic channel,
which can be modeled by an acoustic impulse response (AIR). Re-
verberation can negatively affect the perceived speech quality and
the performance of speech recognizers [1].

A promising approach to dereverberation for multichannel sys-
tems is to estimate the AIRs using blind system identification algo-
rithms such as [2, 3, 4] and then apply inverse filters for the AIRs in
order to recover an estimate of the original (dry) signal.

An exact multichannel inverse filter can be calculated using the
multiple-input/output inverse theorem (MINT) algorithm [5], sub-
ject to the conditions given in Section 2. However, in the presence of
system identification errors (SIEs), the exact inverse filters provided
by MINT do not equalize the true AIRs and the overall effect is ac-
tually to add reverberation rather than suppress it as desired. In [6],
regularization was introduced to increase the robustness of MINT.
The relaxed multichannel least squares (RMCLS) [7], in contrast,
relaxes constraints on the equalizer design to increase robustness to
SIEs in a manner desirable for dereverberation. It is an efficient im-
plementation of the channel shortening paradigm, which has been
well developed in digital communications [8, 9, 10, 11] and recently
studied for acoustic applications [12, 13, 14] to exploit the psychoa-
coustics principle that early reflections in an AIR corresponding to
approximately the first 0.05 s have been shown to contribute pos-
itively to speech intelligibility [1]. On the other hand, the late re-
flections contribute to the degradation of perceived speech quality
[1] and it is therefore desirable to suppress late reverberant coef-
ficients in the equalized impulse response (EIR). While RMCLS

provides greatly improved robustness over MINT in moderate levels
of SIEs, its performance is limited in very high levels of SIEs and
it cannot be guaranteed that the output is uncoloured. In [15], we
proposed constraint of initial taps to control the levels of coloura-
tion introduced. We now propose a novel algorithm, gated subband
multichannel equalization and demonstrate that it offers three ben-
efits over existing algorithms. The first benefit is an improvement
in the reverberant tail suppression in the EIR. The second benefit is
robustness so as to limit the degradation introduced in the EIR in the
presence of very high levels of SIEs. The third benefit is a significant
reduction in computational complexity with a reduction in runtime.

Relation to prior work— We implement RMCLS in subbands
(RMCLS-SB) and propose gated subband equalization to exploit
the flexibility, increased robustness and reduced computational com-
plexity afforded by subband processing. This provides improved
performance in the presence of severe SIEs over full-band equal-
ization algorithms MINT [5] and RMCLS [7], and extends the work
in [16] where only MINT in subbands was considered.

2. REVIEW OF MULTICHANNEL EQUALIZATION

An M -channel (M ≥ 2) acoustic system can be characterized
by M finite impulse response (FIR) impulse responses, hm =
[hm(0) hm(1) . . . hm(L − 1)]T for m = 1, 2, . . . ,M . A speech
signal s(n) propagating through this acoustic system can then be
described at the m-th microphone by

xm(n) = HT
ms(n) + v(n) (1)

where xm(n) = [xm(n) xm(n−1) . . . xm(n−Li+1)]T , s(n) =
[s(n) s(n− 1) . . . s(n−L−Li + 2)]T and v(n) = [v(n) v(n−
1) . . . v(n−Li+1)]T denote segments of the microphone, speech
and noise signals respectively, Hm is the (L+Li − 1)×Li convo-
lution matrix of hm and Li is the equalizing filter length.

The reverberant speech signals xm(n) can be equalized us-
ing filters gm = [gm(0) gm(1) . . . gm(Li − 1)]T which in-
vert the effect of hm to give an EIR r such that Hg = r,
where H = [H1 H2 . . . HM ], g = [gT1 gT2 . . . gTM ]T and
r = [r(0) r(1) . . . r(L+ Li − 2)]T .

The problem addressed is now formulated as follows. Given
estimated AIRs ĥ = h + e, where h = [h1 h2 . . . hM ] and e are
SIEs quantified by normalized projection misalignment (NPM) [4],
find a set of filters g which equalize the true h in a robust manner.

2.1. Multiple-input/output Inverse Theorem (MINT)

MINT [5] provides exact inverse filters g by selecting the desired
EIR to be r = d, where d = [1 0 . . . 0]T(L+Li−1)×1. A solution to
g is given by

g = Ĥ+d, (2)
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ŝ

ĥm
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Fig. 1. Structure of multichannel equalization in subbands.

where Ĥ is formed from ĥ and {·}+ denotes the Moore-Penrose
pseudo-inverse, and exists subject to M ≥ 2 and the following con-
ditions [5, 17]

C1 Hm(z), the z-transforms of hm, do not share any common zero.

C2 Li ≥ d L−1
M−1
e, where d·e is the ceiling operator.

While MINT is able to provide exact inverses of multichannel
AIRs, it is not robust to the presence of SIEs.

2.2. Relaxed Multichannel Least Squares (RMCLS)

RMCLS [7] improves the robustness of an equalizer design to SIEs
by relaxing the constraints on the early coefficients of r. This is
achieved by minimizing the following cost function

J = ‖Wr(Ĥg − d)‖22, (3)

where Wr = diag{wr} with wr given by

wr = [1 . . . 1︸ ︷︷ ︸
τ

1 0 . . . 0︸ ︷︷ ︸
Lw

1 . . . 1]T(L+Li−1)×1. (4)

The term τ denotes delay of the direct path in the AIR and Lw de-
fines the length of the relaxation window corresponding to the region
of early reflections of an AIR. The first weight in the relaxation win-
dow is set to 1 to avoid the trivial solution. The minimum `2-norm
solution can be obtained from

g = (WrĤ)+Wrd. (5)

Although RMCLS provides improved robustness to SIEs com-
pared to MINT due to the relaxation of constraints, its performance is
limited in the presence of very large SIEs. Additionally, both MINT
and RMCLS require matrix inverses, which are computationally in-
tensive. This limits their usefulness in practical implementations.

3. GATED SUBBAND MULTICHANNEL EQUALIZATION

We propose a subband equalizing structure, gated RMCLS-SB
(RMCLS-SB-G), which simultaneously addresses both issues of
robustness and computational complexity associated with RMCLS.
We include gated equalization employing RMCLS in each subband
where equalization is applied only if the expected NPM of the sub-
band SIE, ẽk, is better than a threshold NPMt, determined by the
level of SIEs to which the equalization algorithm is no longer robust.
This enables a limitation to be placed so as to avoid any additional

degradation introduced in r by errant equalizer design in the case
of very high levels of SIEs. To find NPMt, non-robustness is de-
fined here as the case where the energy in the reverberant tail of r
is greater than the energy in the reverberant tail of h. The energy
in the EIR is quantified using energy decay curves (EDCs) [1] and
the region of reverberant tail is defined as t > 0.05 s [1]. In this
work, the oracle case is assumed where exact SIEs, ek, are known.
In practical applications, ẽk could be estimated from signal-to-noise
ratio (SNR) estimates [18, 19]. The framework for implementing
RMCLS-SB is next presented.

3.1. Subband Implementation

Early investigations into multichannel acoustic equalization in sub-
bands [20] employed the use of MINT in critically decimated filter-
banks, where estimations of the equivalent subband AIRs were per-
formed using the method of least squares based on the microphone
signals. In [21], the relationship between filtering in full-band and
subband was investigated and it was shown that a diagonal filter-
ing matrix can be introduced such that performing convolution in
subbands give good approximations to performing convolution in
full-band. This approach requires the implementation of only one
equalizing filter in each subband, and was used in [16] for the mul-
tichannel case in conjunction with oversampled subbands. We now
follow a corresponding approach for implementing RMCLS in sub-
bands, detailed next with reference to the system diagram in Fig. 1.

We employ the generalized discrete Fourier transform (GDFT)
filter-bank [22] for the analysis and synthesis filters. For a K-
subband system, the analysis filters uk(n), k = 0, . . . ,K are
calculated by modulating a prototype filter p(n) such that

uk(n) = p(n) · ej
2π
K

(k+k0)(n+n0) (6)

where k0 and n0 are frequency and time offset terms, set to k0 =
1/2 and n0 = 0 as in [21, 16]. Synthesis filters satisfying near
perfect reconstruction are given by the time-reversed and conjugated
analysis filters [21], vk(n) = u∗k(Lpr − n − 1), where Lpr denotes
the length of the prototype filter and is therefore also the length of
the analysis and synthesis filters. As in [16], K = 32, N = 24
and an Lpr = 512-tap prototype filter were chosen as an illustra-
tive example with good trade-offs between sufficient suppression of
aliasing and sufficiently short subband equalization filters. With this
filter design, processing of only the first K/2 subbands is required
since for real input signals, the remaining K/2 subbands are simply
complex conjugates of the first K/2 subbands [21].



To design RMCLS-SB equalizing filters g′, the equivalent sub-
band estimated AIRs ĥ′km must first be found from the full-band
version ĥm. Complex subband decomposition [16, 21] can be em-
ployed to find ĥ′km, given by

ĥ′km = U+
N,kcN,km (7)

where

UN,k =
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and cN,km = [ckm(0) ckm(N) . . . ckm (N(L− 1))]T is an
d(L+ Lpr − 1) /Ne × 1 vector with ckm(n) = ĥm(n) ∗ uk(n).
The resulting length of ĥ′km is L′ =

⌈
L+Lpr−1

N

⌉
−

⌈
Lpr
N

⌉
+ 1 [21].

3.2. Multichannel Equalization in Subbands

From ĥ′km, the equivalent subband Ĥ, denoted by Ĥ′k, can be found
so as to enable the design of subband equalizing filters. It is known
[16] that the solution for MINT-subband (MINT-SB) can be found
by modifying (2) to give

g′k = Ĥ
′+
k d′ for k = 0, 1, . . . ,K/2− 1, (8)

where d′ = [1 0 . . . 0]T(L′+L′
i−1)×1 and L′i =

⌈
L′−1
M−1

⌉
.

Equivalently, the solution for RMCLS-SB can be found by mod-
ifying (5) to give

g′k = (W′
rĤ
′
k)

+W′
rd
′ for k = 0, 1, . . . ,K/2− 1, (9)

where W′
r = diag{w′r} with

w′r = [1 . . . 1︸ ︷︷ ︸
τ ′

1 0 . . . 0︸ ︷︷ ︸
L′
w

1 . . . 1]T(L′+L′
i−1)×1, (10)

where τ ′ = dτ/Ne, L′w = dLw/(αN)e and α = 4/3 was used as
an illustrative example to give good overall results. A detailed study
of the choice of α remains as future research.

The subband reverberant signals, xkm(n) = xm(n) ∗ uk(n),
can then be equalized with g′k and reconstructed to give the full-band
equalized signal ŝ as in Fig. 1.

4. COMPUTATIONAL CONSIDERATIONS

Both MINT and RMCLS require computationally intensive pseudo-
inverses of large matrices, A+. Additionally, the matrix for RMCLS
is normally very ill-conditioned due to the relaxed window. Subband
processing provides improvements in both respects.

To gain insight, the condition numbers for the full-band and sub-
band RMCLS matrices, WrĤ and W′

rĤ
′
k, were computed for 50

different Ĥ based on the same acoustic system with varying source-
microphone configuration to give spatially averaged results. The

average condition number for RMCLS is 6.0 × 1019 with a vari-
ance of 7.7 × 1039. In contrast, the average condition number for
RMCLS-SB is 3.1× 1017 with a variance of 1.7× 1033.

The computational load in RMCLS is dominated by calculating
A+, which can be found using, for example, MATLAB’s pinv func-
tion. This implements Golub-Reinsch SVD [23] which has a compu-
tational complexity of 4yz2 + 8z3 flops [24], where y and z are the
number of rows and columns in A respectively and a flop is either
one real multiplication or addition. For the full-band algorithms, the
matrix size is given by yfb = (L + Li − 1) and zfb = MLi. For
the subband algorithms, ysb = (L′ + L′i − 1) and zsb = ML′i.
The complex decomposition filters U+

N,k in (7) should also be con-
sidered, where its size is given by yu = d(L + Lpr − 1)/Ne and
zu = L′. For subband algorithms, a factor of 4K/2 is applied to
reflect the K/2 number of subbands processed and the factor 4 ac-
counts for 4 real multiplies per complex multiply in the complex
filter bank employed. The reduction in computational complexity
associated with the subband structure is

4yfbz
2
fb + 8z3fb

2K (4ysbz2sb + 8z3sb + 4yuz2u + 8z3u)
. (11)

In this work for example, using K = 32, N = 24, Lpr = 512 and
an acoustic system with L = 2000 and M = 2, the reduction factor
achieved is 191. Reductions in runtime are additionally measured
by MATLAB’s cputime function and provided in Section 5.

5. SIMULATIONS AND RESULTS

Two simulations were conducted to evaluate the performances of
RMCLS-SB and RMCLS-SB-G in the presence of SIEs. Evalua-
tion was conducted with three measures. The first measure evaluates
the reverberant tail suppression achieved in the EIR, obtained using
EDCs. The second measures the perceived quality of the equalized
speech using ITU-T P.862 (PESQ) scores, which provides an esti-
mate using a predicted mean opinion score (PMOS) ranging from 1
- 4.5 [25]. To allow comparison between the perceived quality of the
reverberant microphone signals and the equalized speech signal, the
difference in their PESQ scores is calculated as δP , where a positive
δP indicates an improvement in the equalized signal over the micro-
phone signals. Our criteria for success is that the PESQ score should
not be degraded in the second measure when the EDC is improved
in the first measure. The third and final measure evaluates runtime
using MATLAB’s cputime function.

5.1. Simulation 1: Subband RMCLS (RMCLS-SB)

A 2-channel system was simulated using the image method [26, 27]
with a room size of 6.4 x 5 x 3.6 m, an inter-microphone distance
of 0.1 m, a distance of 2 m between the source and center of the
microphone array and a reverberation time of T60 = 0.3 s. The
initial delay before the direct path in the AIRs was removed by frac-
tional sampling such that τ = 0 and the channels were subsequently
truncated to L = 2000. Speech signals from the TIMIT database
[28] were resampled to fs = 8 kHz and used as input. SIEs were
artificially introduced by addition of white Gaussian noise to h to
achieve an arbitrarily chosen illustrative level of NPM = −33 dB.
For RMCLS, Lw = 0.05fs was used. For each simulation, 50 ex-
periments were run with randomly varying locations of the source
and microphone array while maintaining constant source-sensor dis-
tances to give spatially averaged results.

The averaged EDCs are given in Fig. 2 with the corresponding
results for MINT included for reference. In the region of t < 0.05 s,



MINT-SB achieved improved suppression of 3 dB compared to
full-band MINT whereas RMCLS-SB improved RMCLS by up to
15 dB for t > 0.03 s. In the region of t ≥ 0.05 s, both MINT
and MINT-SB fail as they increase, rather than suppress, the energy
in the reverberant tail whereas RMCLS-SB achieves suppression to
within 1 dB of full-band RMCLS.
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Fig. 2. Expt. 1 - Averaged EDCs with NPM = −33 dB.

The runtimes averaged over all experiments measured by MAT-
LAB’s cputime function was 311.53 for full-band RMCLS and 3.39
for RMCLS-SB, giving a reduction factor of 92. The same reduction
factor was achieved for MINT-SB over full-band MINT.

5.2. Simulation 2: Gated Equalization in Subbands

The value of NPMt was firstly determined for RMCLS-SB using the
same acoustic system from Simulation 1 with 50 experiments run to
obtain spatially averaged results. The averaged EDCs are given in
Fig. 3, where it can be seen that NPMt = −12 dB as the EDC of r
is greater than the EDC of h at t = 0.05 s.
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NPM RMCLS-FB RMCLS-SB RMCLS-SB-G
-20 dB 266.50 3.19 3.01
-12 dB 335.40 3.51 1.98
-5 dB 246.73 2.94 0.75

Table 1. Expt. 2 - Averaged cputimes over a range of NPM values.

The performance of RMCLS-SB-G was then evaluated with
NPM =−5, −12, −20 dB. It can be seen from the EDCs in Fig. 4
that when the SIEs are smaller than NPMt, all algorithms under
consideration were able to successfully suppress the reverberant
tail. When the SIEs are greater than NPMt, no equalization was
attempted by RMCLS-SB-G, successfully limiting the degradation
that would have been introduced by the subband and full-band coun-
terparts. At the threshold level, RMCLS-SB-G was able to achieve
increased suppression rates beyond t = 0.05 s. For example, at
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Fig. 4. Expt. 2 - Averaged RMCLS EDCs and δP over a range of
NPM values.

t = 0.1 s, RMCLS-SB-G achieved an improvement of 5.2 dB over
its subband counterpart.

The δP scores are given in Fig. 4, where the line in the centre
of each box indicates the median, the top and bottom of each box
mark the interquartile range, and the dotted vertical lines represent
the remaining data up to±1.5 times the interquartile range. It can be
seen that RMCLS-SB-G performs at least as well as RMCLS-SB and
improves upon the performance of full-band RMCLS. Runtime was
further reduced as shown in Table 1 especially in the cases where the
level of SIE is larger than NPMt. This is as expected since equaliza-
tion is not always performed in all subbands in that case.

6. CONCLUSION

We have presented a novel subband based equalizer, RMCLS-SB,
and proposed gated subband equalization which provides greater
control over equalization dependent on the expected levels of SIEs.
Experimental results demonstrated that RMCLS-SB achieved im-
proved reverberant tail suppression over its full-band counterpart
as measured by EDCs, without deteriorating perceived quality of
speech as measured by δP . As a result of subband processing, sig-
nificant reduction in computational complexity and runtime of up to
a factor of 92 was additionally achieved. Evaluation of gated sub-
band equalization demonstrated that degradation in the EIR due to
severe SIEs is avoided, therefore ensuring improved robustness of
the dereverberation algorithms. Ongoing research includes extend-
ing the gated subband approach to applying varying levels of equal-
ization.
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