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#### Abstract

The analysis of chains of double transform coders has been recently addressed in the image forensic literature, especially for the case of double JPEG compression. In that case, the transform is assumed to be known a priori (e.g., 2D-DCT), whereas the quantization steps of the first coder need to be determined. In this work, we generalize the analysis to the challenging case in which nothing is known about the first coder, but that the transform is orthonormal. Given a set of vectors observed as output of a chain of two transform coders, we identify both the transform and the quantizer of the first. The key idea is to denoise the observed vectors exploiting the constraints imposed by the first quantizer and then apply our previously proposed method, which successfully performs transform identification in the case of noiseless observations. Experiments on real images validate the proposed approach.


Index Terms- Transform coding, double compression.

## 1. INTRODUCTION

Transform coding plays a central role in all multimedia communication standards. Hence, the footprints left by transform coding have been successfully exploited in the field of multimedia forensics to reveal, e.g., evidence of tampering [1][2] and resampling [3][4]. Most of the literature focused on single [5][6], double [2], and multiple [7] JPEG image compression, whereas just a few works address the case of video signals, for MPEG-2 [8][9], MPEG-4 [10][11] and H.264/AVC [12], or for the identification of the motion estimation algorithm [13] and the video coding standard [14]. For a survey, see [15] and the references therein. In all these works, the adopted transform is assumed to be known, in terms of both type (e.g., separable 2D-DCT) and size (e.g., $8 \times 8$ ). This simplifies the problem considerably, since the analyst need only to estimate the quantization matrix and, possibly, the shift and/or the resampling factor.

Although earlier standards (e.g., JPEG, MPEG-2 and MPEG4) adopted the Discrete Cosine Transform (DCT) on $8 \times 8$ blocks, more recent coding architectures are more diversified in terms of both the type of transform being used and the block size. For example, H.264/AVC adopts an integer arithmetic approximation of the DCT transform on either $4 \times 4$ or $8 \times 8$ blocks [16]. The recent HEVC standard under development goes even further, supporting four different transform block sizes in the range from $4 \times 4$ to $32 \times 32$ [17]. In addition, the adoption of hybrid transforms, which can be obtained by means of a separable combination of DCT and DST (Discrete Sine Transform) is being investigated in [18]. All this indicates that the identification of the actual transform being used

[^0]might give important clues about the processing history of a digital signal.

Most of the methods appeared in the multimedia forensics literature [15] focus only on a specific type of multimedia signal (e.g., only images or only videos) and are to some extent heuristic. It is therefore natural to try and develop a universal theory of transform coder identification that is independent of the specific application at hand. In our previous work [19][20], we considered the problem of identifying a transform coder when observing its output, by exploiting the footprints left by quantization and leveraging lattice theory notions. However, in many realistic cases, the output is processed further, as in the case of double compression, so that the method in [20] cannot be directly applied. To the best of the authors' knowledge only [21] addresses a related problem, proposing a method to reveal the color compression history, i.e., the colorspace used in JPEG compression. However, the solution proposed in [21] is tailored to work in a 3-dimensional vector space, thus avoiding the challenges that arise in higher dimensional spaces. In parallel to our contribution, a refined version of [21] was proposed in [22] based on the notion of dual lattice.

In this paper we consider a general model that entails a processing chain of two transform coders, which can describe a large variety of practical implementations that are found in lossy coding systems, including those adopted in multimedia communication. In [23] we studied the effect of the above coding chain for the case of a 2-dimensional transform, in order to determine the analytical conditions under which it is possible to navigate back up the signal's history to the first coding stage and determine the first encoder's exact transform parameters. Instead, in this work we address the more challenging case of $N$-dimensional transforms, with $N \geq 2$. Our main contribution is a method that is able to identify the parameters used by the first transform coder (i.e., the adopted transform and quantizer), when observing the output of the second transform coder, thus generalizing the work in [20].

Section 2 introduces the problem more formally. The proposed algorithm for transform identification is illustrated in Section 3 and validated on real images in Section 4. Section 5 concludes the paper.

## 2. PROBLEM STATEMENT

Let $\mathbf{x}$ denote a $N$-dimensional vector and $\mathbf{W}$ a transform matrix, whose rows represent the transform basis functions. Transform coding is performed by applying scalar quantization to the transform coefficients $\mathbf{y}=\mathbf{W} \mathbf{x}$. Let $\mathcal{Q}_{i}(\cdot)$ denote the quantizer associated to the $i$-th transform coefficient. We assume that $\mathcal{Q}_{i}(\cdot)$ is a scalar uniform quantizer with step size $\Delta_{i}, i=1, \ldots, N$. Therefore, the reconstructed quantized coefficients can be written as $\tilde{\mathbf{y}}=\left[\tilde{y}_{1}, \tilde{y}_{2}, \ldots, \tilde{y}_{N}\right]^{T}$, with $\tilde{y}_{i}=\mathcal{Q}_{i}\left(y_{i}\right)=\Delta_{i} \cdot \operatorname{round}\left[y_{i} / \Delta_{i}\right]$, $i=1, \ldots, N$. The reconstructed block in the original domain is given by $\tilde{\mathbf{x}}=\mathbf{W}^{-1} \tilde{\mathbf{y}}$.


Fig. 1. Block diagram of a chain of two transform coders.

We consider the case in which an input signal is encoded by partitioning it into non-overlapping $N$-dimensional vectors, which are then processed as illustrated in Figure 1, by cascading two transform coders characterized, respectively, by the transform matrices $\mathbf{W}_{a}$ and $\mathbf{W}_{b}$ and quantizers $\mathcal{Q}_{a, i}(\cdot), \mathcal{Q}_{b, i}(\cdot), i=1, \ldots, N$. We assume that both transform coders work on vectors having the same size $N$, and that the signal is not shifted or resampled in between the two transforms. Let $\left\{\tilde{\mathbf{u}}_{1}, \ldots, \tilde{\mathbf{u}}_{P}\right\}$ denote a set of $P$ observed N -dimensional vectors, which are the output of the second transform coder. We assume that the second transform coder is completely known. Indeed, whenever this is not the case, it can be identified with the method previously proposed in [20]. Therefore, without loss of generality, we will consider the set of observed vectors $\left\{\tilde{\mathbf{z}}_{1}, \ldots, \tilde{\mathbf{z}}_{P}\right\}$, such that $\tilde{\mathbf{z}}_{j}=\mathbf{W}_{b} \tilde{\mathbf{u}}_{j}$.

Due to quantization, the observed vectors $\left\{\tilde{\mathbf{z}}_{1}, \ldots, \tilde{\mathbf{z}}_{P}\right\}$ are constrained to belong to a lattice $\mathcal{L}_{z}$ described by the basis $\mathbf{B}_{z}=$ $\operatorname{diag}\left(\Delta_{b, 1}, \ldots, \Delta_{b, N}\right)$. Similarly, the unobserved transform coefficients $\left\{\tilde{\mathbf{y}}_{1}, \ldots, \tilde{\mathbf{y}}_{P}\right\}$ of the first coder belong to a lattice $\mathcal{L}_{y}$ described by the basis $\mathbf{B}_{y}=\operatorname{diag}\left(\Delta_{a, 1}, \ldots, \Delta_{a, N}\right)$. Hence, the unobserved vectors $\left\{\tilde{\mathbf{x}}_{1}, \ldots, \tilde{\mathbf{x}}_{P}\right\} \in \mathcal{L}_{x}$ with basis $\mathbf{B}_{x}=\mathbf{W}_{a}^{-1} \mathbf{B}_{y}$.

In this paper we study the problem of determining $\mathbf{B}_{x}$ from a finite set of $P \geq N$ distinct vectors $\left\{\tilde{\mathbf{z}}_{1}, \ldots, \tilde{\mathbf{z}}_{P}\right\}$. That is, we seek to determine the parameters of the first transform coder in a chain of two transform coders, when we observe the output of the second one. This is a much more challenging problem than the one addressed in [20], since the observed vectors do not lie on the lattice $\mathbf{B}_{x}$. As a consequence, a direct application of the method in [20] to the set of vectors $\left\{\tilde{\mathbf{z}}_{1}, \ldots, \tilde{\mathbf{z}}_{P}\right\}$ would identify $\mathbf{W}_{b}$ rather than $\mathbf{W}_{a}$.

In this paper, we show how to solve the problem in the case the transform matrices are orthonormal, i.e., $\mathbf{W}_{a}^{T} \mathbf{W}_{a}=\mathbf{I}$ and $\mathbf{W}_{b}^{T} \mathbf{W}_{b}=\mathbf{I}$. For the sake of simplifying the notation, we assume that the same step size is used to quantize the transform coefficients, i.e., $\Delta_{a, i}=\Delta_{a}$ and $\Delta_{b, i}=\Delta_{b}, i=1, \ldots, N$. However, this condition can be relaxed.

## 3. AN ALGORITHM FOR TRANSFORM IDENTIFICATION

The key idea of the proposed method is to denoise the observed vectors before applying our previously proposed algorithm in [20]. To this end, we proceed according to the following steps:

1. We denoise a subset of the observed vectors $\left\{\tilde{\mathbf{z}}_{1}, \ldots, \tilde{\mathbf{z}}_{P}\right\}$ in such a way that the resulting $D \leq P$ vectors $\left\{\hat{\mathbf{z}}_{l_{1}}, \ldots, \hat{\mathbf{z}}_{l_{D}}\right\}$ lie exactly on a lattice whose basis can be expressed as $\mathbf{B}_{\hat{z}}=$ $\mathbf{R W}_{b} \mathbf{B}_{x}$. The orthonormal matrix $\mathbf{R}$ represents the ambiguity introduced by the denoising procedure.
2. We compute an estimate $\hat{\mathbf{R}}$ of $\mathbf{R}$ by formulating an orthogonal Procrustes problem, which seeks the best matching between the set of denoised vectors $\left\{\hat{\mathbf{z}}_{l_{1}}, \ldots, \hat{\mathbf{z}}_{l_{D}}\right\}$ and the observed ones $\left\{\tilde{\mathbf{z}}_{l_{1}}, \ldots, \tilde{\mathbf{z}}_{l_{D}}\right\}$.
3. We adopt our previously proposed method in [20] to the vectors $\left\{\hat{\mathbf{x}}_{l_{1}}, \ldots, \hat{\mathbf{x}}_{l_{D}}\right\}, \hat{\mathbf{x}}_{j}=\mathbf{W}_{b}^{-1} \hat{\mathbf{R}}^{-1} \hat{\mathbf{z}}_{l_{j}}, j=1, \ldots, D$, to obtain an estimate $\hat{\mathbf{B}}_{x}$ of $\mathbf{B}_{x}$.

### 3.1. Exact recovery of vector distances

The denoising operation indicated in Step 1 exploits the orthogonality of the transform $\mathbf{W}_{a}$ to determine the quantization step size $\Delta_{a}$ and, consequently, to recover inter-vector distances exactly. Indeed, it is possible to express a constraint on the lengths $\tilde{\delta}_{j}$ of the unobserved vectors $\left\{\tilde{\mathbf{x}}_{1}, \ldots, \tilde{\mathbf{x}}_{P}\right\}$ as well as on the lengths $\tilde{\delta}_{j_{1}, j_{2}}$ of vector differences. That is,

$$
\begin{equation*}
\tilde{\delta}_{j}^{2}=\left\|\tilde{\mathbf{x}}_{j}\right\|^{2}=a_{j} \Delta_{a}^{2}, \quad a_{j} \in \mathbb{N}, \quad j=1, \ldots, P \tag{1}
\end{equation*}
$$

$\tilde{\delta}_{j_{1}, j_{2}}^{2}=\left\|\tilde{\mathbf{x}}_{j_{1}}-\tilde{\mathbf{x}}_{j_{2}}\right\|^{2}=a_{j_{1}, j_{2}} \Delta_{a}^{2}, a_{j_{1}, j_{2}} \in \mathbb{N}, j_{1}, j_{2}=1, \ldots, P$.
In practice, both $a_{j}$ and $a_{j_{1}, j_{2}}$ belong to the subset of integer numbers corresponding to those that can be written as the sum of (up to) $N$ squares. However, when $N \geq 4$, this subset coincides with the set of integer numbers, as proven by Lagrange's four square theorem [24].

In order to determine $\Delta_{a}$, which is unknown, we first note that $\left\|\tilde{\mathbf{x}}_{i}\right\|=\left\|\mathbf{z}_{i}\right\|, i=1, \ldots, P$, since $\mathbf{W}_{b}$ is orthonormal. Therefore, $\Delta_{a}$ is the square root of the greatest common divisor of $\left\{\left\|\mathbf{z}_{1}\right\|^{2}, \ldots,\left\|\mathbf{z}_{P}\right\|^{2}\right\}$. However, we have no access to $\mathbf{z}_{i}$ 's, but only to their quantized versions $\tilde{\mathbf{z}}_{i}$. The second quantization can be seen as a form of noise. Hence, we estimate $\Delta_{a}$ by using the algorithm in [25], which is a generalized Euclid's algorithm for noisy measurements. Given $\Delta_{a}$, to recover vector distances, we first note that

$$
\begin{equation*}
\left|\tilde{\rho}_{j}-\tilde{\delta}_{j}\right|=\left|\left\|\tilde{\mathbf{z}}_{j}\right\|_{2}-\left\|\tilde{\mathbf{x}}_{j}\right\|_{2}\right| \leq \frac{1}{2} \sqrt{N} \Delta_{b} \tag{3}
\end{equation*}
$$

The quantization error on the length of a vector can be as large as half of the diagonal of the quantization cell of the second quantizer. In case of lengths of vector differences $\left|\tilde{\rho}_{j_{1}, j_{2}}-\tilde{\delta}_{j_{1}, j_{2}}\right|$, the error can be twice as that, since both vectors are quantized.

If the quantization error induced by the second quantizer is sufficiently small, it is possible to recover the exact values of $\tilde{\delta}_{j}$ and $\tilde{\delta}_{j_{1}, j_{2}}$ from the observed vectors. Indeed, we exploit the fact that $\tilde{\delta}_{j}^{2}$ is a multiple of $\Delta_{a}$ (a similar argument holds for $\tilde{\delta}_{j_{1}, j_{2}}^{2}$ ). To this end, we compute an estimate $\hat{\delta}_{j}$ of $\tilde{\delta}_{j}$ as follows:

$$
\begin{equation*}
\hat{\delta}_{j}=\sqrt{\mathcal{Q}_{\Delta_{a}^{2}}\left(\tilde{\rho}_{j}^{2}\right)} \tag{4}
\end{equation*}
$$

Note that any value of $\tilde{\rho}_{j}$ in the interval $\left[l_{j}, u_{j}\right]$ :

$$
\begin{equation*}
\left[\sqrt{\tilde{\delta}_{j}^{2}-\frac{\Delta_{a}^{2}}{2}}, \sqrt{\tilde{\delta}_{j}^{2}+\frac{\Delta_{a}^{2}}{2}}\right] \tag{5}
\end{equation*}
$$

is quantized to $\tilde{\delta}_{j}$. Hence, if $\left|\tilde{\rho}_{j}-\tilde{\delta}_{j}\right|<\min \left\{u_{j}-\tilde{\delta}_{j}, \tilde{\delta}_{j}-l_{j}\right\}=$ $u_{j}-\tilde{\delta}_{j}$, it is possible to guarantee that $\hat{\delta}_{j}=\tilde{\delta}_{j}$.

Figure 2 illustrates an example in which two $N$-dimensional (unobserved) vectors $\left\{\tilde{\mathbf{x}}_{1}, \tilde{\mathbf{x}}_{2}\right\}$ are processed by a second transform coder. The coordinate axes are aligned with the basis functions of the known transform $\mathbf{W}_{b}$. Hence, we display $\left\{\tilde{\mathbf{z}}_{1}, \tilde{\mathbf{z}}_{2}\right\}$. Figure 3 shows that the corresponding vector lengths, i.e., $\tilde{\rho}_{1}$ and $\tilde{\rho}_{2}$, and the distance between vectors, i.e., $\tilde{\rho}_{1,2}$, can be effectively denoised so that $\tilde{\delta}_{1}, \tilde{\delta}_{2}$ and $\tilde{\rho}_{1,2}$ can be recovered exactly.

We conclude that $\hat{\delta}_{j}=\tilde{\delta}_{j}$ whenever the following sufficient condition is satisfied

$$
\begin{equation*}
\frac{1}{2} \sqrt{N} \Delta_{b}^{2}<u_{j}-\tilde{\delta}_{j}=\sqrt{\tilde{\delta}_{j}^{2}+\frac{\Delta_{a}^{2}}{2}}-\tilde{\delta}_{j}=\tau\left(\tilde{\delta}_{j} ; \Delta_{a}\right) \tag{6}
\end{equation*}
$$



Fig. 2. A toy example with two unobserved vectors $\left\{\tilde{\mathbf{x}}_{1}, \tilde{\mathbf{x}}_{2}\right\}$ and the corresponding observed vectors $\left\{\tilde{\mathbf{z}}_{1}, \tilde{\mathbf{z}}_{2}\right\}$, in the coordinate system of the known transform $\mathbf{W}_{b}$.

### 3.2. From distances to transform basis functions

Given the denoised values of vector lengths and inter-vector distances, it is possible to write the following set of constraints in the unknown vectors $\left\{\hat{\mathbf{z}}_{1}, \ldots, \hat{\mathbf{z}}_{P}\right\}$

$$
\begin{align*}
& \left\|\hat{\mathbf{z}}_{j}\right\|_{2}=\sqrt{\mathcal{Q}_{\Delta_{a}^{2}}\left(\tilde{\rho}_{j}^{2}\right)}=\tilde{\delta}_{j} \quad j \in \mathcal{O}  \tag{7}\\
& \left\|\hat{\mathbf{z}}_{j_{1}}-\hat{\mathbf{z}}_{j_{2}}\right\|_{2}=\sqrt{\mathcal{Q}_{\Delta_{a}^{2}}\left(\tilde{\rho}_{j_{1}, j_{2}}^{2}\right)}=\tilde{\delta}_{j_{1}, j_{2}} \quad\left(j_{1}, j_{2}\right) \in \mathcal{D} \tag{8}
\end{align*}
$$

where $\mathcal{O}$ denotes the set of indexes of the vectors whose length can be recovered exactly, i.e., those that satisfy (6). $\mathcal{D}$ is similarly defined, denoting the set of indexes of pairs of vectors whose distance can be recovered exactly.

Consider a subset of the unknown vectors $\left\{\hat{\mathbf{z}}_{l_{1}}, \ldots, \hat{\mathbf{z}}_{l_{D}}\right\}$ for which the distances from the origin are known, i.e., $l_{j} \in \mathcal{O}$, and the distances between all pairs are also known, i.e., $\left(l_{j_{1}}, l_{j_{2}}\right) \in \mathcal{D}$. If $D \geq N$, the position of the vectors can be determined exactly, apart from an ambiguity that can be represented by means of an arbitrary orthonormal transform, which accounts for the rotation around the origin and mirroring with respect to the coordinate axes. Therefore, we proceed in two steps. First, we seek an arbitrary feasible solution $\left\{\hat{\mathbf{z}}_{1}, \ldots, \hat{\mathbf{z}}_{P}\right\}$ of (7). It can be shown that a feasible solution can be found by setting $\hat{\mathbf{z}}_{l_{1}}=\left[\tilde{\delta}_{l_{1}}, 0, \ldots, 0\right]^{T}$. Then, remaining vectors are iteratively estimated, by setting $\hat{\mathbf{z}}_{l_{j}}=\left[\hat{z}_{l_{j}, 1}, \hat{z}_{l_{j}, 2}, \ldots, \hat{z}_{l_{j}, j}, \mathbf{0}^{T}\right]^{T}$, $j=2, \ldots, N$, and finding a solution in a $j$-dimensional subspace, which can be shown to be formulated as the intersection of a line with a hypersphere centered in the origin and radius $\tilde{\delta}_{j}$. Details are omitted due to space limitations. Figure 2(b) illustrates a feasible solution corresponding to the toy example in Figure 2(a). The solution is not unique. However, for the problem at hand, it suffices to select arbitrarily a feasible solution.

The resulting vectors $\left\{\hat{\mathbf{z}}_{l_{1}}, \ldots, \hat{\mathbf{z}}_{l_{D}}\right\}$ lie exactly on a lattice whose basis can be expressed as $\mathbf{B}_{z}=\mathbf{R W}_{b} \mathbf{B}_{x}$. The orthonormal matrix $\mathbf{R}$ represents the ambiguity introduced by the arbitrary choice of the reference system, as well as the arbitrary choice when selecting the feasible solution. In order to solve such ambiguity, we seek an estimate $\hat{\mathbf{R}}$ of the matrix $\mathbf{R}$ by matching the positions of the vectors $\left\{\hat{\mathbf{z}}_{l_{1}}, \ldots, \hat{\mathbf{z}}_{l_{D}}\right\}$ to those of the observed vectors $\left\{\tilde{\mathbf{z}}_{l_{1}}, \ldots, \tilde{\mathbf{z}}_{l_{D}}\right\}$. This can be formulated as the following orthogonal Procrustes problem

$$
\begin{align*}
& \hat{\mathbf{R}}=\arg \min _{\mathbf{R}}\|\mathbf{R} \hat{\mathbf{Z}}-\tilde{\mathbf{Z}}\|_{F} \\
& \text { s.t. } \mathbf{R}^{T} \mathbf{R}=\mathbf{I} \tag{9}
\end{align*}
$$



Fig. 3. Square distance values $\tilde{\delta}^{2}$ are constrained to be integer multiples of $\Delta_{a}^{2}$. On the y-axis, it is illustrated the corresponding quantizer applied to denoise observed distances $\tilde{\rho}$.
where $\hat{\mathbf{Z}}=\left[\hat{\mathbf{z}}_{l_{1}}, \ldots, \hat{\mathbf{z}}_{l_{D}}\right]$ and $\tilde{\mathbf{Z}}=\left[\tilde{\mathbf{z}}_{l_{1}}, \ldots, \tilde{\mathbf{z}}_{l_{D}}\right]$ and $\|\cdot\|_{F}$ denotes the Frobenius norm.

Finally, we obtain an estimate of the unobserved vectors as $\hat{\mathbf{x}}_{j}=$ $\mathbf{W}_{b}^{-1} \hat{\mathbf{R}}^{-1} \hat{\mathbf{z}}_{l_{j}}, j=1, \ldots, D$. The set of vectors $\left\{\hat{\mathbf{x}}_{l_{1}}, \ldots, \hat{\mathbf{x}}_{l_{D}}\right\}$ is guaranteed to lie on a lattice $\hat{\mathbf{B}}_{x}$, which represents an estimate of the lattice induced by the first transform coder $\mathbf{B}_{x}$. In our previous work [20] we showed that it is possible to recover $\hat{\mathbf{B}}_{x}$ with high probability, provided that the number of observed vectors exceeds the dimensionality of the space, that is, $D \geq N+n$. Experimentally, we found that an excess of $n=6$ vectors is sufficient for the algorithm in [20] to converge to the correct lattice defined by $\hat{\mathbf{B}}_{x}$, rather than to one of its sub-lattices. The basis functions (row vectors) of the transform $\mathbf{W}_{a}$ can be obtained as $\hat{\mathbf{w}}_{a, i}=\hat{\mathbf{b}}_{x, i} /\left\|\hat{\mathbf{b}}_{x, i}\right\|$, exploiting the orthonormality of the transform.

### 3.3. Iterative estimation

Given a set of $P$ observed vectors $\left\{\tilde{\mathbf{z}}_{1}, \ldots, \tilde{\mathbf{z}}_{P}\right\}$, the number $D \leq P$ of vectors that can be effectively denoised depends on different factors: i) the statistical distribution of the source from which the original vectors $\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{P}\right\}$ are sampled; ii) the quantization step sizes used in the first and second transform coder. A careful analysis of the bound in equation (6) reveals that it is easier to denoise vectors whose length (expressed in $\Delta_{a}$ units) is short, and when $\Delta_{b} \ll \Delta_{a}$. In addition, when the dimensionality $N$ increases: i) the average length of vectors increases; ii) the bound in (6) is more stringent, thus enabling to denoise shorter vectors. Therefore, in some cases, it might not be possible to denoise at least $N+n$ vectors at once, since the sufficient condition in (6) may not be satisfied for a large


Fig. 4. Number of denoised vectors $D$.


Fig. 5. Estimation accuracy.
enough number of vectors. Hence, we propose to modify the algorithm in such a way that the solution is sought incrementally. The key idea is to start from the largest set of $D^{(0)}$ short vectors that can be efficiently denoised. These are used to estimate a subset of the basis functions of $\mathbf{W}_{a}$, i.e., $\hat{\mathbf{W}}_{a}^{(0)} \in \mathbb{R}^{M^{(0)} \times N}$, where $M^{(0)}$ is the dimensionality of the span of the denoised vectors. Then, the remaining vectors are projected in the null-space of $\left(\hat{\mathbf{W}}_{a}^{(0)}\right)^{T}$, and the denosing procedure is applied to the result. The iterative procedure terminates when either $M^{(k)}=N$, or when all vectors are denoised.

## 4. EXPERIMENTS

We carried out experiments on synthetic data sampled from a N dimensional i.i.d. Gaussian distribution with variance equal to $\sigma_{x}^{2}$. This represents the most challenging scenario in our setting, since the isotropic property of the source distribution does not provide any information about the transform being used. For a fixed dimensionality $N=16$, we sampled $P>N$ vectors and fed them into the processing chain depicted in Figure 1. We varied the signal-to-noise (SNR) ratio due to the quantization of the first quantizer, $S N R \simeq 10 \log _{10} \sigma_{x}^{2} /\left(\Delta_{a}^{2} / 12\right)$, as well as the ratio between the quantization step sizes of the first and second transform coder. The goal of the experiment is to evaluate in which conditions it is possible to denoise a sufficient number of input vectors. Figure 4 illustrates the number $D$ of vectors which are effectively denoised, when $P=40$ vectors were observed. It is possible to notice a "cliff" effect, such that the configurations in the top-right part of the figure correspond to cases in which the proposed algorithm is able to find a solution, since $D \geq N+n$. When varying $N$, we observed that, for a given value of $S N R$, a smaller value of $\Delta_{b}$ is required when $N$ increases.

We also tested the proposed method on real images. In this case, we considered the 1338 images from the UCID dataset. Each image was compressed with a JPEG-like transform coder. That is, the DCT transform was applied to non-overlapping $8 \times 8$ blocks ( $N=64$ ). Transform coefficients were quantized with a step size in the set $\Delta_{a} \in\{20,30,40,50,60\}$. Then, the inverse transform is applied to each block, and the result is rounded to the nearest integer in the pixel-domain. Thus, $\mathbf{W}_{b}=\mathbf{I}$ and $\Delta_{b}=1$. In this case, it was possible to successfully recover the transform by adopting the iterative version of the algorithm illustrated at the end of Section 3, although it was not possible to find at least $D>64$ vectors that could be denoised at once. Figure 5 shows for each basis function $\mathbf{w}_{a, j}$ associated to one of the DCT coefficients, the quantity $E\left[\hat{\mathbf{w}}_{a, j}^{T} \mathbf{w}_{a, j}\right]$, which indicates the average cosine of the angle between true and
estimated basis functions. We observe that when the PSNR is less than 30 dB , all basis functions can be estimated with very high accuracy. At higher values of the PSNR, the error increases as more basis functions are estimated. This is due to the fact that, at each iteration, we project in the null-space of the estimated basis functions $\left(\hat{\mathbf{W}}_{a}^{(k)}\right)^{T}$. Hence, the noise in the observed data is due not only to quantization, but also to the non-ideal projection. We also repeated the experiment using a content-dependent KLT transform, estimated independently for each image. The results obtained are very similar to those reported in Figure 5.

## 5. CONCLUSIONS

In this paper we have studied the challenging problem of estimating both the transform and the quantizer of the first transform coder in a chain of two transform coders. We have shown for the first time that, under specific conditions, the effect of the second transform coder can be removed, so that the problem can be addressed using the algorithm in [20]. Then, we presented an iterative method that successfully solves the problem even when the conditions are not entirely satisfied. Preliminary results on real data show the potential of this new approach also in vector spaces of large dimension.
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